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Direction selectivity (DS) of neuronal responses is fundamental for
motion detection. How the integration of synaptic excitation and
inhibition contributes to DS however remains not well-understood.
Here, in vivo whole-cell voltage-clamp recordings in mouse primary
visual cortex (V1) revealed that layer 4 simple cells received direc-
tion-tuned excitatory inputs but barely tuned inhibitory inputs under
drifting-bar stimulation. Excitation and inhibition exhibited differential
temporal offsets under movements of opposite directions: excitation
peaked earlier than inhibition at the preferred direction, and vice
versa at the null direction. This could be attributed to a small spatial
mismatch between overlapping excitatory and inhibitory receptive
fields: the distribution of excitatory input strengths was skewed and
the skewness was strongly correlated with the DS of excitatory
input, whereas that of inhibitory input strengths was spatially sym-
metric. Neural modeling revealed that the relatively stronger inhibition
under null directional movements, as well as the specific spatial-
temporal offsets between excitation and inhibition, allowed inhibition
to enhance the DS of output responses by suppressing the null
response more effectively than the preferred response. Our data
demonstrate that while tuned excitatory input provides the basis for
DS in mouse V1, the largely untuned and spatiotemporally offset
inhibition contributes importantly to sharpening of DS.

Keywords: direction tuning, excitation/inhibition balance, synaptic input,
visual receptive field, voltage-clamp recording

Introduction

The analysis of object motion in the visual world is achieved
through actions of direction-selective neurons (Hubel and
Wiesel 1962). These neurons respond well to motion in one di-
rection across their visual receptive fields (RFs), but weakly or
not at all to motion in the opposite direction. Previous studies
in the cat have suggested that direction selectivity (DS) arises
anew in the cortex (Wiesel and Hubel 1966; Cleland and
Levick 1974; Dreher et al. 1976). Two prominent models have
been proposed for the generation of DS. In the first, excitatory
response latency shifts systematically across the RF, such that
excitatory inputs from different RF locations sum optimally for
stimuli moving in the preferred direction (Adelson and Bergen
1985), resulting in direction tuning of excitatory input. This
pattern of temporal offsets underlies the well-documented
“slant” in spatiotemporal response maps of direction-selective
cells (Movshon et al. 1978; Reid et al. 1987, 1991; McLean and
Palmer 1989; Albrecht and Geisler 1991; DeAngelis et al. 1993;
Emerson 1997; Livingstone 1998). In the second, neither exci-
tation nor inhibition is direction selective, and DS arises from
the interplay between excitation and inhibition. In this model,
inhibition is spatially asymmetric, i.e., it is preferentially

localized to one side of the RF (Barlow and Levick 1965; Torre
and Poggio 1978; Hesam Shariati and Freeman 2012). A stimu-
lus moving in the preferred direction evokes a large excitatory
response before entering the inhibitory region, whereas a
stimulus in the null direction stimulates the inhibitory region
first, from which the inhibitory input effectively suppresses the
later-activated excitatory input, due to its intrinsically longer
delay compared with the excitatory input. More recently, by
applying a response latency difference (in milliseconds) to On
and Off thalamic relay cells as observed experimentally (Jin
et al. 2011), a theoretical study using feedforward networks
has successfully modeled cortical DS (Hesam Shariati and
Freeman 2012), suggesting that different response latencies for
light increments and decrements could also potentially play a
role in DS of simple cells that receive relatively balanced On
and Off thalamic inputs.

In the cat primary visual cortex (V1), an intracellular study
examining excitatory and inhibitory synaptic inputs underlying
direction-selective responses of simple cells (Priebe and Ferster
2005) has reported that excitation and inhibition are similarly
well tuned for the same direction, which can be attributed to
slanted spatiotemporal response maps. In addition, excitation
and inhibition are found to be organized in a “push–pull”
pattern in the space-time domain, i.e., maximum excitation
occurs at the same time as minimum inhibition, and vice versa.
Because of the temporal separation between excitation and
inhibition, inhibition is not thought to be able to contribute to
DS (Priebe and Ferster 2005, 2008). Another study not particu-
larly focusing on simple cells generates a more diverse picture
by showing that in a significant portion of V1 cells, maximum
inhibition is evoked by null directional stimuli (Monier et al.
2003). In the mouse visual cortex, analysis of the synaptic
mechanisms underlying DS has been essentially lacking,
despite the emergent importance of this model system for
visual research. Recent in vivo Ca2+ imaging and single-unit re-
cording studies in the lateral geniculate nucleus (LGN) have
suggested that information carried by direction-selective
retinal ganglion cells may be channeled into the V1 through
direction-selective LGN neurons, which comprise only a small
fraction of the mouse LGN population (Rochefort et al. 2011;
Marshel et al. 2012; Piscopo et al. 2013; Scholl et al. 2013;
Zhao et al. 2013). Consistent with this notion, it is found that
thalamocortical input can be direction-tuned (Li, Ibrahim, et al.
2013; Lien and Scanziani 2013), suggesting that direction-
tuned LGN input may provide a scaffold for cortical DS in the
mouse V1. However, how cortical inhibitory inputs contribute
to DS is not known. Recent studies indicate that the “push–
pull” relationship between excitation and inhibition as
observed in cat simple cells may be absent in the mouse V1
(Liu et al. 2010, 2011; Tan et al. 2011), which suggests that
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inhibition can intimately interact with excitation and influence
the output response. In this study, we applied in vivo whole-
cell voltage-clamp recordings in layer 4 of mouse V1 to reveal
excitation and inhibition evoked by moving stimuli. We found
in direction-selective cortical neurons that excitation was tuned
whereas inhibition was largely untuned. The tuning strength
of excitation positively correlated with the spatial skewness
of the excitatory input RF, whereas the inhibitory RF was
essentially spatially symmetric. The differential spatial tuning
between excitation and inhibition was transformed into a
temporal asymmetry of excitatory–inhibitory interplay under
movements of opposite directions, which facilitated an inhibi-
tory sharpening of DS in the mouse visual cortex.

Materials and Methods

Animal Preparation
All experimental procedures used in this study were approved by the
Animal Care and Use Committee of USC. Female adult mice (9–12
weeks, C57BL/6) were sedated with an intramuscular injection of
chlorprothixene (10 mg/kg in 4 mg/mL water solution) and then an-
esthetized with urethane (1.2 g/kg, i.p., at 20% w/v in saline). Lactated
Ringer’s solution was administrated at 3 mL/kg/h to prevent dehy-
dration. The animal’s body temperature was maintained at ∼37.5°C by
a heating pad (Harvard Apparatus). A tracheotomy was performed,
and a small glass capillary tube was inserted to maintain a free airway.
Cerebrospinal fluid draining was performed. The part of the skull and
dura mater (∼1 × 1 mm) over the V1 was removed. An artificial cere-
brospinal fluid solution (ACSF, containing in millimolar: 140 NaCl, 2.5
KCl, 2.5 CaCl2, 1.3 MgSO4, 1.0 NaH2PO4, 20 HEPES, 11 glucose, pH
7.4) was applied onto the exposed cortical surface when necessary.
The eyes were covered with ophthalmic lubricant ointment until
recording, at which time the eyes were rinsed with saline and a thin
layer of silicone oil (30 000 centistokes) was applied to prevent drying
while allowing clear optical transmission. The eye positions were
stable in anesthetized mice, and receptive field drifts were negligible
within the recording time windows (Mangini and Pearlman 1980; Niell
and Stryker 2008; Liu et al. 2010).

In vivo Electrophysiology
Whole-cell recordings were performed with an Axopatch 200B
(Molecular Devices) according to previous studies (Moore and Nelson
1998; Zhang et al. 2003; Liu et al. 2010; Li, Li, et al. 2013). The patch
pipette had a tip opening of ∼2 μm (4–5 MΩ). With such large pipette
openings, our blind whole-cell recordings almost exclusively sampled
from excitatory neurons (Liu et al. 2010). For voltage-clamp recordings,
the Cs+-based intrapipette solution contained (in millimolar): 125 Cs-
gluconate, 5 TEA-Cl, 4 MgATP, 0.3 GTP, 8 phosphocreatine, 10 HEPES,
10 EGTA, 2 CsCl, 1 QX-314, 0.75 MK-801, pH 7.25. For current-clamp
recordings, the K+-based intrapipette solution contained (in milli-
molar): 130 K-gluconate, 2 KCl, 1 CaCl2, 4 MgATP, 0.3 GTP, 8 phospho-
creatine, 10 HEPES, 11 EGTA, pH 7.25. The pipette capacitance and
whole-cell capacitance were compensated completely, and series
resistance was compensated by 50%–60% (100µs lag) to achieve 10–15
MΩ effective series resistance. An 11-mV junction potential was cor-
rected. Signals were filtered at 2 kHz for voltage-clamp recording and
5 kHz for current-clamp recording and sampled at 10 kHz. The evoked
excitatory and inhibitory currents were separated by clamping cells at
−70 and 0 mV, respectively. For cell-attached loose-patch recordings,
glass electrodes containing ACSF were used. Instead of a giga-ohm seal, a
100–250-MΩ seal was formed on the targeted neuron. The pipette capaci-
tance was completely compensated. The spike signal was filtered at
10 kHz and sampled at 20 kHz. In order to record from fast-spiking (FS)
inhibitory neurons, smaller pipettes (10 MΩ) were used and neurons
with fast-spike shapes were actively searched. One FS neuron could be
encountered for every 5–10 attempts. All neurons recorded in this study
were located at a depth of 375–500 µm below the pia according to the mi-
crodrive reading, corresponding to layer 4 (Li, Ma, Li, et al. 2012).

Visual Stimulation
Stimuli were created using Matlab with Psychophysics Toolbox and
displayed with a gamma-corrected LCD monitor (refresh rate 75 Hz)
placed 0.25 m away from the right eye. The center of the monitor was
placed at 45° azimuth, 25° elevation, and it covered ±35° horizontally
and ±27° vertically of the mouse visual field. Recordings were made in
the monocular zone of the V1. Spontaneous activity was recorded
when a uniform gray background (luminance: 41.1 cd/m2) was
applied. The On/Off receptive field of the cell was first roughly
mapped with a set (6 × 8) of flash bright (57.5 cd/m2) and dark (24.7
cd/m2) squares (10° size) in pseudorandom sequence to determine the
preferred contrast. Drifting sinusoidal gratings (2 Hz, 0.04 cycle/
degree, 95% contrast) at 12 directions (30° step) were applied to
measure the response modulation as to determine the simple/complex
cell type. For this type of stimulation, stationary grating of one orien-
tation was first presented on the full screen for 1.8 s before it drifted
for 1.5 s. The grating stopped drifting for 500 ms before another
grating pattern appeared. The twelve patterns were presented in a
random sequence and were repeated for 5–10 times. To examine sy-
naptic inputs underlying DS, drifting bars (4° width, 60° length, 50°/s
speed, 95% contrast, light or dark) of 12 directions were applied for 5–
10 repetitions. Drifting bars were used because they are a simple type
of stimulation and mainly test responses to a single polarity of contrast.
In addition, it is easier to correlate the properties of moving-bar-
evoked responses with the spatial-temporal patterns of underlying
inputs compared with moving-grating-evoked responses. Bars moved
across the screen with an inter-stimulus interval of 1.5 s. For cells
tested with both drifting gratings and drifting bars, the same preferred
direction was revealed (n = 12, data not shown). To map spatial RFs,
bars (4° width, 60° length) of optimal orientation and contrast at 15
positions were flashed (duration = 80 or 120 ms, inter-stimulus interval
= 500 ms) in a pseudorandom sequence (i.e., sequence was designed
to avoid stimulating adjacent RF locations sequentially). Each location
was stimulated 10 times. Using 80- and 120-ms flashing bars generated
similar spatial tuning curves (data not shown).

Data Analysis
Spikes were sorted offline. Spike shape was determined by averaging
50–100 individual spikes. Fast-spiking neurons were identified by a
narrow spike shape (tough-to-peak interval <0.5 ms). Spikes evoked
by drifting gratings were counted within a 70–2570-ms window after
the start of drifting. The mean spontaneous firing rate in the absence of
visual stimulation was subtracted from the stimulus-evoked spike rates.
Spike responses for each grating stimulus were cycled-averaged across
trials. The sinusoidal fitting of cycle-average responses at preferred di-
rection was used to calculate the mean (F0) and modulation amplitude
(F1). Those neurons with modulation ratios (F1/F0) larger than 1 were
considered simple cells. Monocontrast index was calculated as the
difference between peak response levels in On and Off subfields (On–
Off), divided by their sum. The index is 1 if the cell only shows spike
responses to On contrast and –1 if the cell only shows responses to Off
contrast. In current-clamp recordings with the K+ gluconate-based in-
trapipette solution, spikes were removed with an 8-ms median filter
(Li, Ma, Li, et al. 2012) and the residual subthreshold Vm response was
analyzed. In voltage-clamp recordings, the excitatory and inhibitory
response traces were first smoothed by averaging within a sliding
40-ms window (Li, Ma, Li, et al. 2012), and the peak response relative
to the baseline was then determined and used to plot tuning curves.
The peak intracellular or spike responses across directions were fit
with 2 Gaussian curves centered on wpref and wpref + 180, of equal var-
iances (σ2) but different amplitudes (A1 and A2):

RðwÞ ¼ A1 � exp
�0:5� ðw� wprefÞ2

s2

" #
þ A2

� exp
�0:5� ðw� wpref � pÞ2

s2

" #
þ B

Direction preference was calculated based on the vector sum of the
peak responses across directions. ANOVA test was performed to deter-
mine whether at least response at one direction was significantly above
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others. Gaussian fitting was performed for cells that passed this test.
From this fit, we calculated a direction-selectivity index as DSI = (Rpref

− Rnull)/(Rpref + Rnull), where Rpref =A1 + B and Rnull =A2 + B. The RF
envelope of peak excitatory and inhibitory synaptic amplitudes was
fitted with a skew-normal distribution function:

f ðxÞ ¼ amplitude� 2
v
w

x � j

v

� �
�F a

x � j

v

� �� �
þ baseline

where w and Φ are the standard normal probability density function
and its cumulative distribution function, respectively, ξ determines the
location, ω is the scale factor, and α is the shape factor. The skewness is
given by the following:

skewness ¼ 4� p

2

d

ffiffiffiffi
2
p

r� �3

1� 2d2

p

� �3=2
; with d ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ a2
p

Positive skewness indicates that the tail of the spatial tuning curve on
the null side of the cell is longer than the preferred side. Conversely,
negative skewness indicates that the tail on the preferred side is longer
than the null side.

The temporal overlap between excitatory and inhibitory response
traces, and the spatial overlap between excitatory and inhibitory RFs
was quantified with an overlap index (OI), which is given by: OI = (w1

+w2 − d)/(w1 +w2 + d), where w1 and w2 are the half-widths at half-
maximum of excitatory and inhibitory response waveforms or tuning
curves, respectively, and d is the distance between the peaks of the 2
response waveforms or tuning curves under comparison. OI = 1 gives a
complete overlap, and OI≤ 0 gives a complete separation.

NeuronModel
Excitatory and inhibitory conduces were derived as previously
described (Liu et al. 2010; Zhang et al. 2011; Li, Ma, Pan, et al. 2012),
according to the following equation:

IðtÞ ¼ GrðVmðtÞ � ErÞ þ GeðtÞ � ðVmðtÞ � EeÞ þGiðtÞ � ðVmðtÞ � EiÞ

where I(t) is the amplitude of current at a time point; Ge and Gi are the
excitatory and inhibitory synaptic conductance, respectively; Gr is the
resting conductance and was determined based on the baseline currents
at different potentials; Vm(t) is the membrane voltage at time t; Ee (0 mV)
and Ei (−70 mV) are the reversal potentials; Er is the resting membrane
potential; Vm(t) is corrected by Vm(t) =Vh − Rs × I(t), where Rs was the
effective series resistance and Vh is the applied holding voltage.

We derived the membrane potential response in the absence of a
spiking mechanism by feeding the experimentally determined excitatory
and inhibitory conductances into an integration-fire neuron model,
which is basically a leaky-RC circuit without the spiking mechanism:

Vmðt þ dtÞ ¼ �dt
C
½GeðtÞ � ðVmðtÞ � EeÞ þGiðtÞ � VmðtÞ � EiÞ

þ GrðVmðtÞ � ErÞ� þ VmðtÞ

where Vm(t) is the membrane potential at time t, and C is the whole-cell
capacitance. C was measured during the experiment and Gr was calcu-
lated based on the equation Gr =C × Gm/Cm, where Gm, the specific
membrane conductance, is 2e–5 S/cm2, and Cm, the specific membrane
capacitance, is 1e–6 F/cm2.

Simulation
We simulated the moving-bar response as the sum of responses to 15
sequential bars (4° width) evenly spaced in time, corresponding to a
moving speed of 50°/s. All the individual bar responses had the same
temporal profile. They were modeled as follows:

G ¼ Gmax � 1� exp
�ðt � t0Þ

t1

� �� �
� exp

�ðt � t0Þ
t2

� �
; for t . t0

where t0 is the response onset latency. Fitting of the average response
to flash bars yielded τ1 = 2.8 s and τ2 = 0.04 s. For each bar, Gmax was
determined by its location within the RF. The RF spatial tuning curve
was modeled as a skew-normal distribution function. The latency t0
was negatively linearly correlated with the response amplitude, with
the shortest latency = 50 ms and longest latency = 100 ms.

Results

Direction Selectivity of Layer 4 Neurons in Mouse V1
With in vivo cell-attached loose-patch recordings (Wu et al.
2008; Zhou et al. 2010), we first examined DS properties of
layer 4 neurons in the mouse V1. These neurons have been
shown to receive direct thalamocortical input (Li, Ibrahim, et al.
2013; Lien and Scanziani 2013). The recorded cells were categor-
ized into putative excitatory and FS inhibitory neurons, accord-
ing to their spike widths (Fig. 1A). Direction tuning was assayed
by applying single drifting bars or drifting gratings at twelve
evenly spaced directions (see Materials and Methods). We quan-
tified the strength of tuning with a DSI. DSI > 0.3 was used as a
criterion for defining direction-selective neurons (note that 0.2
was used in [Conway and Livingstone 2003]). In our recorded
excitatory neurons, about half (28 out of 52) were direction-
selective (Fig. 1B). In contrast, the FS neurons, which were puta-
tive parvalbumin-positive inhibitory neurons (Liu et al. 2009; Ma
et al. 2010), exhibited much weaker DS (Fig. 1B). They were
essentially untuned for direction (DSI < 0.3), consistent with
several previous reports (Niell and Stryker 2008; Ma et al. 2010).

Layer 4 excitatory neurons exhibited linear responses
to drifting sinusoidal gratings, as demonstrated by F1/F0
ratios larger than 1 (Fig. 1C), which are a prominent feature of
simple cells (Skottun et al. 1991). Notably, the receptive fields
(RFs) of these neurons were largely dominated by responses to
one polarity of stimulus contrasts (On or Off), as demonstrated
by monocontrast indices close to 1 or −1 (Fig. 1D). In contrast,
neurons in superficial layers (layer 2/3) exhibited more or less
similar responsiveness to light increments (On) and decre-
ments (Off) (Fig. 1D). Considering these response properties,
the layer 4 excitatory neurons mostly resembled previously de-
scribed “S1” neurons in the cat/primate (Schiller et al. 1976;
Conway and Livingstone 2003), i.e., simple cells with only 1
receptive field subregion. Possibly due to this monocontrast
property, the direction-selective layer 4 neurons exhibited the
same preferred direction when tested with light and dark drift-
ing bars (Fig. 1E). This could be explained by the observation
that the response to a bar of non-optimal contrast in fact
reflected the “Off” dischargewhen the bar left the subfield of the
dominating contrast, as demonstrated by the increasing delay of
the “Off” discharge with increasing bar widths (Fig. 1F). Since
light and dark bars generated responses showing the same pre-
ferred direction, in the next experiments, we applied drifting
bars of the contrast the cell was most sensitive to.

Direction Tuning of Subthreshold Response
By applying whole-cell current-clamp recording with a K+

gluconate-based internal solution (see Materials and Methods),
we compared DS of spike and membrane potential (Vm)
responses of the same neuron. Figure 2A shows the peri-
stimulus spike time histograms (PSTHs) for spike responses of
a layer 4 excitatory neuron to drifting bars at 12 different direc-
tions, as well as its subthreshold Vm responses after filtering
out spikes (see Materials and Methods). The cell responded
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maximally to a vertical bar drifting to the right, while having
little response to a bar drifting to the left, indicating that it
was strongly direction selective. Different from the spike
responses, robust membrane depolarization responses were
observed at all directions. The polar graph plots of spike count
and peak depolarization voltage demonstrate that the strongest
spike and Vm responses occurred at the same direction
(Fig. 2A, bottom panel). The spike response exhibited much
stronger selectivity than the Vm response, as reflected by the
relative difference between the response magnitudes to the
preferred and opposite (null) directions.

We recorded from a total of 25 layer 4 excitatory neurons
and calculated DSIs after fitting their response tuning curves
with a wrapped Gaussian function (see Materials and

Methods). As shown in Figure 2B, DSI of spike response posi-
tively correlated with that of Vm response, but its value was
much higher than that of the Vm response. Notably, DS had
been amplified ∼6-fold when Vm response was transformed
into spike response. This result is in agreement with the notion
that spike thresholding can be a powerful mechanism for shar-
pening feature selectivity of neuronal responses (Priebe and
Ferster 2008). In all the recorded neurons, strongest spike and
Vm responses were observed at identical or nearly identical di-
rections (Fig. 2C). According to these results, direction-
selective neurons can be predicted based on the DSI of their
Vm responses. In this study, we set this value at >0.05 (corre-
sponding to spike DSI > 0.3) as a criterion for identifying puta-
tive direction-selective neurons.

Figure 1. Direction selectivity of layer 4 neurons in mouse V1. (A) Distribution of spike widths for all recorded layer 4 neurons. Spike width was quantified as the interval between
the trough and peak of the average spike waveform of the cell. Fast-spiking cells had spike widths of <0.5 ms. EX, putative excitatory cells. Superimposed 50 individual spikes are
shown for an example FS and EX cell, respectively (top inset). (B) DSIs of recorded FS (n= 23) and excitatory (n=52) neurons. Solid symbols represent mean ± SD. (C)
Distribution of F1/F0 ratios for layer 4 excitatory neurons. Top inset, cycle-averaged PSTH for spike responses (baseline subtracted) of an example cell to drifting sinusoidal gratings at
the preferred direction, fit to a sinusoid (black line). Black dash line indicates F0. (D) Distribution of monocontrast indices for excitatory neurons in layer 4 (left) and layer 2/3 (right).
The index is 1 or −1 if the cell only shows spike responses to one contrast (On or Off, respectively). Top inset, spatial maps of On and Off spike responses of an example layer 4
cells, which showed only an On subfield. Scale bar: 10°. (E) The preferred directional angle w measured with dark drifting bars versus that measured with light drifting bars. Gray
dash line is the identity line. Each data point represents 1 cell. (F) PSTH for spike responses of 2 representative cells to bright and dark drifting bars of preferred orientation and
different bar widths (4°, 8°, 16°, illustrated on the left). Cell#1 had a dominant “Off” subfield. Black arrows mark the discharge response to the withdrawal of the light bar from the
Off subfield, the timing of which changed with increasing bar width. Cell#2 had a dominant “On” subfield.
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Direction Tuning of Excitatory and Inhibitory Synaptic
Inputs
To address excitatory and inhibitory interactions underlying
DS, we applied in vivo whole-cell voltage-clamp recording

with a Cs+-based internal solution to isolate excitatory and
inhibitory synaptic currents evoked by drifting bars (see
Materials and Methods). Neurons were first recorded under
current-clamp mode to determine the tuning of their Vm

Figure 2. Direction tuning of subthreshold membrane potential (Vm) response. (A) Current-clamp recording from an example cell. Left, PSTHs for spike responses to drifting bars at
12 directions. Right, average Vm responses (10 trials) after filtering out spikes. Scale: 40 Hz/18 mV, 100 ms. The stimulus direction is indicated on the left. Solid arrowhead marks
the preferred direction and open arrowhead marks the null direction. Bottom panel, polar graph (left) and tuning curve (right) of spike count and peak Vm responses. Gray arrow
indicates the preferred direction. Gaussian fits are shown. (B) DSI of peak spike rate versus that of peak Vm response. Gray dash line is the identity line. Black solid line is the best-fit
linear regression line. The correlation coefficient r is indicated. (C) The preferred direction of spike response versus that of Vm response for cells with DSI > 0.2. Gray dash line is the
identity line.
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responses. Excitatory currents were then recorded by clamping
the cell’s membrane voltage at −70 mV, and inhibitory currents
were recorded at 0 mV (Liu et al. 2010, 2011). As shown by an
example cell in Figure 3A, we first determined that the cell was
likely a direction-selective cell, as its Vm response had a DSI of
0.14. Its excitatory responses displayed a clear direction bias,
which was the same as that of the Vm response. A direction
bias of its inhibitory responses however was not obvious, indi-
cating that the inhibition was nearly untuned.

In a total of 19 putative direction-selective excitatory cells,
we observed that the preferred direction of Vm responses was
essentially identical to that of excitatory inputs (Fig. 3B). More
importantly, the DSI value for Vm responses strongly corre-
lated with that for excitatory inputs (Fig. 3C). These results
support the notion that DS of layer 4 excitatory neurons orig-
inates from direction-tuned excitatory input. That is, the initial
bias of excitatory input sets the basis for DS. In a total of 12
cells with Vm DSI > 0.05 and with both excitatory and inhibi-
tory responses recorded, we found that DSI of inhibition was
always lower than that of excitation (Fig. 3D). The average DSI
for inhibition was 0.04 ± 0.01 (mean ± SD, n = 12), whereas that
for excitation was 0.12 ± 0.02 (P < 0.001, paired t-test). Neverthe-
less, the preferred direction of inhibition was essentially the
same as that of excitation (Fig. 3E). Therefore, the strongest inhi-
bition was evoked by a bar that also evoked the strongest exci-
tation, but the direction tuning of inhibition was much weaker

than that of excitation. The largely untuned property of synaptic
inhibition was consistent with the observation that FS inhibitory
neurons were mostly untuned (Fig. 1B).

Inhibition Sharpens Direction Selectivity of Output
Responses
Due to the differential tuning of excitation and inhibition, i.e.,
inhibition being much less selective than excitation, the exci-
tation/inhibition (E/I) ratio was significantly lower at the null
than the preferred direction (Fig. 4A). This differential E/I
balance for preferred and null directional stimuli may potentially
lead to a sharpening of DS of output responses. To test this
possibility, we compared the temporal profiles of excitatory and
inhibitory responses to the same drifting bar. Different from pre-
vious results in the cat V1 (Priebe and Ferster 2005), we found
that for both preferred and null directions, therewas a large tem-
poral overlap between excitation and inhibition (Fig. 4B). The
average temporal OI between excitatory and inhibitory response
traces (see Materials and Methods) was 0.78 ± 0.07 (mean ± SD)
for the preferred direction, and 0.83 ± 0.10 for the null direction.
This indicates that inhibition can closely interact with excitation
and suppress the membrane depolarization response at both the
preferred and null directions and that inhibition may exert a
sharpening effect by suppressing the null response more effec-
tively than the preferred response.

Figure 3. Direction tuning of excitatory and inhibitory synaptic inputs. (A) Left panel, sequentially recorded Vm, excitatory (Exc), and inhibitory (Inh) responses to drifting bars in an
example cell. Scale, 10 mV/68 pA/121 pA, 100 ms. Right panel, corresponding polar graphs and tuning curves. Solid arrowhead indicates the preferred direction. (B) The preferred
directional angle of Vm response versus that of excitatory input (n= 20). Gray dash line is the identity line. (C) DSI of Vm response versus that of excitatory input. Black solid line is
the best-fit linear regression line. The correlation coefficient r and slope k are indicated. (D) DSI of inhibition versus that of excitation. Gray dash line is the identity line. In this
analysis, only cells with DSI_Vm> 0.05 were included. Inset, average DSI of excitation (gray) and inhibition (black). ***P<0.001, paired t-test, n= 12. (E) The preferred
directional angle of inhibition versus that of excitation. Gray dash line is the identity line.
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To directly test the inhibitory influence on DS, we applied a
conductance-based integrate-and-fire neuron model (Liu et al.
2010, 2011; Li, Ma, Li, et al. 2012) to derive the expected mem-
brane potential (Vm) responses in the presence and absence of
inhibition. The experimentally determined excitatory and inhibi-
tory conductances evoked by drifting bars were applied in the
neuron model (see Materials and Methods). As shown in
Figure 4C, when excitatory inputs (Exc) alone were transformed
into Vm responses (Vm_D(E)), there was a significant reduction
in the strength of selectivity. This observation is consistent with
previous reports that the nonlinear membrane filtering attenuates
response selectivity (Liu et al. 2011). To bemore specific, because
the relationship between the Vm response amplitude and excit-
atory conductance (i.e., input-output function) is a concave and
saturating function (Liu et al. 2011), the Vm response amplitude
relative to the excitatory conductance is smaller at larger excit-
atory conductances. This could be partly due to the fact that the
driving force for excitatory currents is reduced as larger excit-
atory postsynaptic potentials (EPSPs) are generated (Liu et al.
2011). As the excitatory inputs were only moderately tuned, the
attenuation of selectivity would result in largely untuned Vm
responses. Noticeably, when inhibition was incorporated, the se-
lectivity of Vm responses (Vm_D(E + I)) was markedly enhanced
(Fig. 4C). More importantly, DSI of derived Vm responses
became similar to that of experimentally observed Vm responses
(Vm_R). These modeling results demonstrate that inhibitory
inputs indeed have sharpened DS of output responses.

Temporal Offset Between Peak Excitation and Inhibition
Are there any other factors contributing to the inhibitory effect
on DS besides the different E/I ratio for opposite moving direc-
tions? When comparing the excitatory and inhibitory response
traces evoked by the same drifting bar stimulus, we found that
although excitation and inhibition were largely overlapping in
the temporal domain, their peak response time was different
(Fig. 5A). Excitation peaked earlier than inhibition at the pre-
ferred direction, whereas this temporal sequence was reversed
at the null direction (Figs 5A,C). In addition, the excitatory
responses themselves exhibited a temporal asymmetry: the in-
terval between the response onset and response peak was
shorter at the preferred than the null direction (Fig. 5D). On
the other hand, such temporal asymmetry was not observed
for inhibitory responses: the peak time relative to the onset

was about the same for the preferred and null directions
(Fig. 5E). Since excitation rises to the maximum faster than
inhibition for movements in the preferred direction but slower
than inhibition for movements in the null direction, inhibition
could be more effective in suppressing the excitatory response
to the null direction, thus contributing to the sharpening of DS
of output responses.

Spatially Asymmetric Excitatory and Symmetric
Inhibitory Receptive Fields
The above temporal properties of synaptic responses suggest
that the spatial organization of the excitatory input RF may be
asymmetric so that it takes a bar a shorter time to arrive at the
RF peak when it comes from the preferred side than from the
null side. To test this possibility, we mapped the spatial RFs of
synaptic responses with flashing bars of optimal orientation
and contrast at different spatial locations (see Materials and
Methods). First of all, we found that consistent with the tem-
poral overlap between excitation and inhibition evoked by
moving stimuli, the excitatory and inhibitory RFs almost com-
pletely overlapped in the spatial domain (Fig. 5B). The average
spatial OI was 0.78 ± 0.08 (n = 12, Fig. 5F). Second, as shown
by the average response traces of 2 example cells, the spatial
distribution of peak amplitudes of flash-bar-evoked excitatory
responses was skewed toward the preferred side, manifested
by a longer tail of the spatial tuning curve on the right than the
left side (Fig. 5B, the red curve). A summary of 16 cells showed
a strong positive correlation between skewness of the excit-
atory RF and DSI of moving-bar-evoked excitatory responses
(Fig. 5G). In addition, the excitatory RF was always skewed
toward the side consistent with the cell’s preferred direction,
as manifested by positive skewness values (Fig. 5G). Together
the results indicate that the stronger the RF skewness the more
selective are the moving-bar-evoked excitatory responses.
Third, the inhibitory RF was much more spatially symmetric
compared with the excitatory RF in the same cell, as shown by
the close-to-zero skewness value (Fig. 5H). This result is also
consistent with the observation that inhibitory responses to
preferred and null directional movements had a similar peak
time (Fig. 5E). Due to the differential spatial asymmetry of
excitatory and inhibitory RFs, the inhibitory RF peak was dis-
placed toward the null side of the cell relative to its excitatory
counterpart (Figs 5B,I). This spatial offset between excitatory

Figure 4. Inhibition sharpens DS of membrane potential response. (A) E/I ratios for responses at preferred and null directions. Data points for the same cell are connected with a
line. ***P= 1.7e-4, one-tailed paired t-test, n= 12. Solid symbols represent mean ± SD. (B) Temporal overlap indices for excitatory and inhibitory responses at preferred and null
directions (P=0.12, two-tailed paired t-test, n=12). Inset, superimposed normalized excitatory and inhibitory conductances evoked by the same moving bar in an example cell.
Scale: 0.5 s. (C) DSI of excitatory input (Exc), derived Vm response when only excitation is present (Vm_D(E)), derived Vm response when both excitation and inhibition are present
(Vm_D(E + I)) and of recorded membrane potential response (Vm_R). ***P<0.001, one-way ANOVA and post hoc test, n= 12. Data from the same cell were connected. DSI of
Exc is not significantly different from that of Vm_D(E + I) or Vm_R.
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and inhibitory RF peaks (3.8 ± 2.3°, n = 12) was small com-
pared with the overall RF sizes (40.6 ± 10.3°, n = 12) but was
highly significant (P < 0.001, paired t-test).

The temporal offset between peak excitation and inhibition
evoked by a moving stimulus (Fig. 5C) is consistent with the

spatial offset between peak excitation and inhibition evoked
by stationary (flash) stimuli, suggesting that the spatial
relationship has been translated into a matching temporal
relationship. To further demonstrate this point, we predicted
the timing of peak excitation/inhibition under moving stimuli

Figure 5. Temporal and spatial offsets between excitation and inhibition. (A) Excitatory and inhibitory responses to preferred and null directions in 2 example cells. Scale: 20/58 pA
(Exc); 46/104 pA (Inh), 450 ms. Blue and red arrowheads mark peak response times. (B) Excitatory and inhibitory RFs mapped with flashing bars in the same cells as shown in (A).
Response traces were aligned according to the corresponding bar positions. The preferred direction of the cell is marked by the black arrow. Red and blue curves represent
skew-normal fitting of the RFs. Arrowheads mark their respective peaks. The skewness values are indicated. Scale: 10/21 pA (Exc); 20/40 pA (Inh), 450 ms. (C) Latencies of peak
excitation (red) and peak inhibition (blue) relative to the response onset at preferred (P= 1.8e-4, paired t-test, n= 12) and null (P=1.2e-5, paired t-test, n=12) directions. (D)
Time intervals from response onset to response peak for excitatory responses at preferred and null directions (P= 2.7e-6, paired t-test, n=21). Data from the same cell are
connected. (E) Time intervals from response onset to response peak for inhibitory responses (P= 0.064, two-tailed paired t-test, n=12). (F) Spatial overlap indices between
spatial tuning of excitatory and inhibitory responses. Solid symbols represent mean ± SD. (G) DSI of excitatory input versus skewness of excitatory RF (n= 16). Dash line is the
best-fit linear regression lines. The correlation coefficient r is indicated. Note that all skewness values are positive, indicating that all the excitatory RFs are skewed toward the
preferred side of the cell. (H) Skewness of inhibitory RF versus that of excitatory RF. Inset, average skewness (red for excitation, blue for inhibition, P=6e-4, paired t-test, n= 12).
Bar = SEM. (I) Location of RF peak relative to the preferred side of the cell for excitation and inhibition (P=1.8e-4, paired t-test, n=12). (J) Onset latency of each
flashing-bar-evoked excitatory response versus its peak amplitude (normalized to the maximum value in the same cell). Each color represents 1 cell. The best-fit linear regression
lines are shown. Inset, onset latencies of excitatory responses evoked by flashing bars at different positions in an example cell. (K) Onset latency of each flashing-bar-evoked
inhibitory response versus its relative peak amplitude. (L) Plot of estimated time for a bar to move from the RF boundary to the RF peak against the observed time interval between
the onset and peak of excitatory responses to preferred (solid) and null (open) directional movements. Dash line is the identity line. (M) Plot in the same way as (L) for inhibitory
responses.
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based on the spatial RF property. We first analyzed the onset
latency of each flashing-bar-evoked synaptic response. We
found that in general the latency correlated negatively with the
peak response amplitude (Figs 5J,K), so that the latency at the
RF peak (where the strongest response was evoked) was
shorter than that at RF peripheries (Figs 5J,K, inset). Taking
the onset latencies of flashing-bar responses and the moving
bar speed into consideration, the predicted timing of peak sy-
naptic response generally matched the experimentally ob-
served value (Figs 5L,M), indicating that the timing of peak
moving-bar-evoked response reflected the timing when the RF
peak was stimulated.

The Spatial Offset between Excitation and Inhibition
Contributes to DS
To better understand how the RF organization might contrib-
ute to DS, we performed simulations with a conductance-based
neuron model (Zhang et al. 2003). The moving-bar-evoked
response was simulated as a sum of responses to sequential
flashing bars evenly spaced in time (see Materials and
Methods). For simplicity, the modeled flashing-bar responses
had similar temporal profiles except that their onset delays de-
pended on their response amplitudes in a linear fashion
(Fig. 6A). The latter then depended on bar locations within the
RF. To be consistent with our experimental observation that
the average onset latency difference between flash-stimulus-
evoked excitation and inhibition was 18 ms (Fig. 6B), in our
model each flashing-bar-evoked inhibitory response was
delayed relative to the excitatory response by 18 ms (ΔT = 18
ms). After summing up the individual-bar-evoked responses

(Fig. 6C, upper panel), the resulting moving-bar-evoked excit-
atory and inhibitory conductances were fed into the neuron
model to derive the expected Vm response (Fig. 6C, lower
panel). DSI was calculated from the peak Vm responses to pre-
ferred and null directions.

The modeled excitatory and inhibitory RFs completely over-
lapped (Fig. 6D, inset). We varied the skewness of the excit-
atory RF while keeping the inhibitory RF symmetric (Fig. 6D,
inset). This generated a varying spatial offset between
excitatory and inhibitory RF peaks (ΔX_peak). When both the
excitatory and inhibitory RFs were symmetric (i.e., ΔX_peak =
0), the Vm response was not direction-tuned (DSI_Vm = 0)
(Fig. 6D, black). As the excitatory RF became skewed and
ΔX_peak increased, DSI of Vm responses quickly increased
and then declined (Fig. 6D, black), suggesting that a small
spatial offset is sufficient and optimal for producing tuned
output responses. The positive value of DSI indicates that the
preferred side is exactly the side toward which the excitatory
RF is skewed, which is consistent with our experimental obser-
vation (Fig. 5G). Therefore, a skewed excitatory RF plus non-
skewed inhibitory RF can lead to correct directionality of
output responses. The RF skewness per se however does not
directly result in direction-tuned synaptic responses, as the
simulated moving-bar-evoked excitatory response was not
direction-tuned (Fig. 6E, red). In addition, when excitatory and
inhibitory RFs were both skewed but without a spatial offset
(ΔX_peak = 0), no direction-tuned output response was gener-
ated (Fig. 6E, black). Therefore, the effect shown in Figure 6D
could only be attributed to a result of the spatial offset between
excitation and inhibition.

Figure 6. Spatiotemporal offsets between excitation and inhibition contribute to DS. (A) Temporal profiles of simulated individual flashing-bar-evoked excitatory responses. The
onset latency of each response is negatively correlated with its amplitude (see Materials and Methods). Note that the absolute amplitudes are not important. (B) Distribution of
onset latency differences between excitation and inhibition evoked by flash stimuli. Arrow points to the mean value (18 ms). The relative delay of inhibition is consistent with
previous observations (Liu et al. 2010; Ma et al. 2013) and reflects the disynaptic/polysynaptic nature of inhibition. (C) Top, excitatory and inhibitory synaptic conductances in
response to a drifting bar, generated by the summation of individual flash-bar-evoked responses. Bottom, membrane potential response derived by integrating the above synaptic
conductances in the neuron model. (D) DSI of derived membrane potential response plotted against the spatial offset between excitatory and inhibitory RF peaks. The delay of
flash-bar-evoked inhibition relative to the excitation was set at 18 (black) or 0 ms (gray). Inset, schematic illustration of varying the skewness of excitatory RF (red curve) while
keeping the inhibitory RF (blue curve) symmetric. Black arrow indicates the preferred direction of the cell. (E) DSI of excitatory and Vm responses plotted against the skewness of
synaptic RFs. Inset, illustration of co-varying the skewness of excitatory and inhibitory RFs. (F) DSI of derived membrane potential response as a function of latency of
flash-bar-evoked inhibition relative to excitation.

2474 Synaptic Mechanisms for Direction Selectivity • Li et al.

 at C
alifornia Institute of T

echnology on O
ctober 31, 2016

http://cercor.oxfordjournals.org/
D

ow
nloaded from

 

http://cercor.oxfordjournals.org/


The generation of direction-tuned output response by the
spatial offset between excitatory and inhibitory RFs depended
on the temporal relationship between flashing-bar-evoked
excitatory and inhibitory responses. When the flash-bar-
evoked inhibitory response had the same onset delay as the
excitatory response (i.e., ΔT = 0 ms), direction-tuned output
responses failed to be generated at an optimal spatial offset
(Fig. 6D, gray). We systematically varied ΔT under a fixed
spatial relationship between excitatory and inhibitory RFs. We
found that only when the flash-bar-evoked inhibition was
delayed relative to excitation (i.e., ΔT > 0 ms), were correctly
tuned output responses generated (Fig. 6F). Therefore, the
contribution of the excitation/inhibition spatial offset to DS
relies on an appropriate temporal delay of stationary-stimulus-
evoked inhibition relative to excitation.

Discussion

In cats and monkeys, cortical DS appears to be generated de
novo, because few, if any, thalamic relay cells are found to be
direction selective (Wiesel and Hubel 1966; Cleland and Levick
1974; Dreher et al. 1976). Simple cells in the cortical input
layer are the first stage where DS is created, and direction-
selective simple cells then provide tuned input to direction-
selective complex cells (Priebe et al. 2010). The selectivity of
simple cells can be attributed to a progressive change of time
course of excitatory responses across the RF, which would
show a slant when plotted in space and time coordinates (Reid
et al. 1987, 1991; DeAngelis et al. 1993; Jagadeesh et al. 1993,
1997). An inhibitory mechanism for DS on the other hand had
been more controversial. Very early studies in cats showed that
pharmacologically blocking cortical inhibition resulted in a
reduction of DS in simple cells (Sillito 1975; Nelson et al.
1994). However, this has now been shown to be an indirect
effect of changes in the cell’s excitability (Katzner et al. 2011).
More recent intracellular recordings have revealed that both
excitation and inhibition to simple cells are well tuned for the
same direction, attributable to the slanted spatiotemporal
organization of inputs (Priebe and Ferster 2005). In addition,
because excitation and inhibition are separated in space, they
are temporally out of synchrony under moving stimuli of
preferred orientation, resulting in a push–pull relationship
between excitation and inhibition (Hirsch and Martinez 2006).
As such, the temporal separation between excitation and inhi-
bition determines that inhibition does not contribute to shar-
pening of response selectivity (Priebe and Ferster 2005, 2008).

In the mouse, previous studies suggest that the mechanisms
for cortical DS could potentially be different from that in the
cat. For example, a small subset of LGN neurons (∼10%) are
already direction selective (Marshel et al. 2012). While it
remains to be determined where these direction-selective LGN
neurons project to, they are in principle capable of directly pro-
viding direction-tuned excitatory input into the cortex
(Piscopo et al. 2013). This notion seems to be supported by a
developmental study showing that direction-selective cortical
neurons in the mouse V1 already exist right after eye opening
and that there are remarkable functional similarities between
the development of DS in cortical neurons and that in the
mouse retina (Rochefort et al. 2011). More importantly, intra-
cellular recording studies have suggested that there is a large
spatial overlap between excitation and inhibition to mouse V1
neurons even for simple cells (Liu et al. 2010, 2011; Tan et al.

2011). As a consequence, under moving stimuli, it is possible
to evoke inhibition that is temporally overlapping with exci-
tation, allowing inhibition to contribute to response selectivity
by differentially suppressing excitation.

In this study, we directly examined excitatory and inhibitory
inputs underlying the DS of layer 4 simple cells in the mouse
V1. Similar as observed in the cat (Priebe and Ferster 2005),
we found that excitatory inputs are direction-tuned and the
preferred direction of excitatory input is the same as that of
membrane potential response, indicating that excitatory input
provides the seed for DS. However, different from cat simple
cells, the tuning of excitatory input cannot be attributed to a
unidirectional shift of input latencies across different RF
locations, as the latencies are organized into 2 slopes within
the synaptic RF (Fig. 5J). Our modeling results further demon-
strate that a linear summation of excitatory inputs with the ob-
served spatiotemporal organization fails to produce correct
direction tuning under moving stimuli (Fig. 6E), suggesting
that nonlinear mechanisms at thalamocortical synapses or up-
stream stages are responsible for the tuning of excitatory input.
Although tuned, the excitatory input only exhibits moderate
selectivity. Due to the nonlinear filtering properties, in particu-
lar a saturating input-output transfer function, of the cell mem-
brane (Liu et al. 2011), the excitatory input alone would result
in even more weakly tuned membrane potential response
(Fig. 4C). Fortunately, due to the spatial overlap between exci-
tation and inhibition, moving stimuli evoke inhibition that also
overlaps with excitation in the temporal domain. The close
temporal interaction of inhibition with excitation leads to a
sharpening of DS of membrane potential responses, allowing
the selectivity in excitatory inputs to be fully expressed in
membrane potential responses (Fig. 4C). Eventually, spike
threshold further exerts a strong sharpening effect, leading to
sharply tuned output responses (Fig. 2B). Our finding of
inhibitory sharpening of DS is consistent with a recent study
showing that reducing visually evoked inhibition by only 10%
via optogenetic inactivation of PV inhibitory neurons results in
a moderate but significant decrease in DS of cortical responses
(Atallah et al. 2012).

Two specific mechanisms contribute to the inhibitory shar-
pening of DS of output responses. First, excitation is direction-
tuned whereas inhibition is largely untuned, resulting in rela-
tively stronger inhibition under null directional movements
compared with preferred directional movements. The rela-
tively untuned inhibition is attributable to unselective output
responses of inhibitory neurons (Fig. 1B). Second, while excit-
atory and inhibitory RFs are spatially overlapping, the excit-
atory RF is skewed toward the preferred side of the cell
whereas the inhibitory RF is more or less spatially symmetric.
These differential spatial distributions of excitatory and inhibi-
tory inputs are translated into differential temporal offsets
between peak excitatory and inhibitory responses evoked by
moving stimuli of opposite directions: the peak excitation pre-
cedes the peak inhibition under preferred directional move-
ments, whereas it is more delayed than the latter under null
directional movements. Such specific temporal relationships
between excitation and inhibition facilitate a more effective
inhibitory suppression of the membrane potential response to
the null direction than the preferred and are reminiscent of
previous studies in somatosensory and auditory cortices
showing that the temporal overlap between excitation and
inhibition is different for opposite directional stimuli (Zhang
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et al. 2003; Wilent and Contreras 2005). Interestingly, our mod-
eling results demonstrate that a skewed distribution of excit-
atory inputs plus symmetric distribution of inhibitory inputs is
sufficient to result in direction-tuned membrane potential
responses even if none of the synaptic responses per se is
tuned (Fig. 6D), providing that stationary-stimulus-evoked
inhibition is temporally delayed relative to excitation. These
results indicate that the differential spatial tuning of excitation
and inhibition is an important factor contributing to the inhibi-
tory sharpening of DS.

Together, our data suggest that the synaptic mechanisms for
DS in mouse simple cells are distinct from simple cells in carni-
vores in several respects. DS of cat simple cells originates from
a unidirectional shift of response latencies across the RF,
whereas DS of mouse simple cells likely originates from
direction-tuned responses in the retina. Excitation and inhi-
bition are organized in a push–pull pattern in cat simple cells,
whereas they overlap both spatially and temporally in mouse
simple cells. Inhibition does not contribute to DS in cat simple
cells, whereas it contributes importantly to sharpening of DS
in mouse simple cells. These differences may reflect divergent
evolutionary solutions to generating DS in visual cortex. The
observed spatial and temporal overlap of excitation and inhi-
bition in mouse simple cells resonates with recent theoretical
models of cortical signal processing where excitatory and
inhibitory inputs are dynamically correlated (Vogels and
Abbott 2009; Kremkow et al. 2010).

Our study also raises several interesting questions to be
investigated in the future. For example, how do skewed excit-
atory RFs arise while inhibitory RFs are all symmetric? Previous
experimental and modeling studies have demonstrated that re-
peated directional stimuli can induce an asymmetric shaping
of cortical synaptic circuits through spike-timing-dependent
plasticity (STDP) (Mehta et al. 2000; Rao and Sejnowski 2000;
Engert et al. 2002; Fu et al. 2004; Wenisch et al. 2005). These
results suggest that asymmetric RFs may arise through activity-
dependent mechanisms. Since the development of DS in
mouse V1 neurons is not affected by rearing animals in dark-
ness (Rochefort et al. 2011), it is possible that some endogen-
ously generated activity waves are sufficient to drive the
formation of asymmetric excitatory RFs. Likely, some direc-
tional bias provided by retinal/thalamic input exists to facilitate
symmetry-breaking under activity waves of all different direc-
tions (Li et al. 2008), which may explain why the excitatory RF
is always skewed toward the preferred side and why not all
excitatory cells have asymmetric RFs. Noticeably, the
STDP-dependent asymmetric modification of synaptic circuits
only applies to excitatory connections, whereas the activity-
dependent plasticity of inhibitory connections or that of excit-
atory synapses onto inhibitory neurons is not sensitive to the
temporal order of pre- and post-synaptic spiking (Bi and Poo
2001; Woodin et al. 2003; Lu et al. 2007). This may explain
why asymmetric inhibitory RFs do not develop. Finally, the
nonselective property of inhibitory neurons well explains
the untuned inhibitory input, but also raises the question of
why they are different from excitatory neurons. Do these
neurons all receive untuned excitatory inputs, or do their
inhibitory inputs display properties that prevent them from ef-
fectively suppressing the null response? Future intracellular re-
cordings from inhibitory neurons are required to address this
question.
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