
nature neurOSCIenCe  VOLUME 13 | NUMBER 1 | jaNUaRy 2010 89

a r t I C l e S

Simple and complex cells were first defined in the primary visual 
cortex (V1) of cats according to their distinctive spike receptive-field 
structures1. Simple-cell receptive fields are made up of spatially seg-
regated On and Off subregions in which bright and dark stimuli, 
respectively, increase the cell’s firing. In contrast, complex cells have 
overlapping On and Off subregions in their receptive fields1,2. A 
popular circuit model for simple-cell receptive fields, known as the 
push-pull circuit3–7, proposes that the segregation of On and Off 
subfields results largely from the spatial arrangement of On- and 
Off-center excitatory inputs from thalamic relay cells and that the 
arrangement of inhibitory inputs is thought to be antagonistic to that 
of the excitatory thalamic inputs5,6,8,9. The push-pull model predicts 
that inhibitory and excitatory inputs evoked by the same contrast are 
largely segregated spatially and that inhibition does not contribute 
substantially to the segregation of the On and Off subfields. However, 
several experimental results contradict this model. First, an intracel-
lular study in cats has suggested that the On and Off responses of 
simple cells may consist of both excitatory and inhibitory inputs10. 
Second, blocking GABA receptors extracellularly or intracellularly 
could convert simple-cell receptive fields to complex cell–like recep-
tive fields11,12. These experimental data suggest that there may be a 
substantial spatial overlap between excitation and inhibition in simple 
cells and that inhibition may be crucial for generating the segregated 
On/Off receptive-field structure. More recently, it has been proposed 
that the spike threshold increases the difference in functional pro-
perties of simple and complex cells, which otherwise lie on a con-
tinuum if distributions of synaptic responses are considered13–16. This 
model implies that the push-pull circuit may only apply to the ‘purest’  
simple cells.

To comprehend how specific receptive-field structures are gener-
ated, it is important to understand the distribution patterns of the 
underlying synaptic inputs. Most of the experimental evidence for 
the push-pull circuit comes from extracellular recordings of spike 
responses17–20 or intracellular recordings of membrane potential 
responses3,8,9,16,21. These responses are the result of integrating exci-
tatory and inhibitory synaptic inputs as well as voltage-dependent 
conductances, and may not be taken directly as either excitatory or 
inhibitory synaptic inputs. The synaptic circuit underlying simple-
cell receptive fields requires further examination. Recent studies have 
shown that whole-cell voltage-clamp recordings can be reliably car-
ried out in rodent cortices in vivo22–26 and that the basic functional 
properties, such as simple/complex receptive-field structures and  
orientation and direction selectivity, are preserved in mouse V1  
(refs. 27–31), making it a potentially good model for dissecting the 
synaptic input circuits underlying fundamental cortical processing of 
visual information. We used whole-cell voltage-clamp recordings to 
map four synaptic subfields for layer 2/3 neurons in the mouse V1: 
excitatory On and Off (Eon and Eoff) and inhibitory On and Off (Ion 
and Ioff) subfields. We found that the four synaptic subfields over-
lapped substantially in all of the neurons recorded. Spike receptive 
fields with segregated On and Off subfields were, in fact, generated 
from the synaptic integration of excitation and inhibition with a stere-
otypic spatial pattern, with the peaks of the Eon and Eoff segregated 
and those of the Ion and Ioff largely colocalized. Notably, the peaks of 
the Ion and Ioff were located between those of the Eon and Eoff. This 
configuration enables inhibition to exert an asymmetric shaping effect 
on the spatial tuning of On and Off responses, leading to a substantial 
enhancement of the spatial segregation between spike On and Off 
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Synaptic inputs underlying spike receptive fields are important for understanding mechanisms of neuronal processing. Using 
whole-cell voltage-clamp recordings from neurons in mouse primary visual cortex, we examined the spatial patterns of their 
excitatory and inhibitory synaptic inputs evoked by On and Off stimuli. Neurons with either segregated or overlapped On/Off 
spike subfields had substantial overlaps between all the four synaptic subfields. The segregated receptive-field structures were 
generated by the integration of excitation and inhibition with a stereotypic ‘overlap-but-mismatched’ pattern: the peaks of 
excitatory On/Off subfields were separated and flanked colocalized peaks of inhibitory On/Off subfields. The small mismatch  
of excitation/inhibition led to an asymmetric inhibitory shaping of On/Off spatial tunings, resulting in a great enhancement of  
their distinctiveness. Thus, slightly separated On/Off excitation, together with intervening inhibition, can create simple-cell 
receptive-field structure and the dichotomy of receptive-field structures may arise from a fine-tuning of the spatial arrangement  
of synaptic inputs.
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subfields. Our results suggest an alternative synaptic mechanism for 
the generation of simple-cell receptive-field structure.

RESULTS
Subthreshold responses underlying spike receptive fields
Previous studies have suggested that simple- and complex-cell 
receptive fields primarily appear in layer 2/3 of the mouse V1 (refs. 
28,29,31). We examined two examples of layer 2/3 excitatory neurons 
(Fig. 1a,b), which had spatially segregated and overlapped spike On 
and Off subfields, respectively, as detected by cell-attached record-
ings (see Online Methods). To quantify the spatial overlap between 
the On and Off subfields, we calculated an overlap index after fitting 
the subfields with two-dimensional Gaussian ellipses6,8 (see Online 
Methods). The histogram of overlap index values revealed a dicho-
tomy in the receptive field structures (Hartigan’s dip test, P < 0.05,  
n = 82; Fig. 1c). An overlap index of 0.33 (the value for two identical 
subfields that are half separated and half overlapped) appeared to 
divide the cells into two groups. Cells with an overlap index less than 
0.33 (~45%) were classified as neurons with segregated receptive- 
field structure (or SRF neurons). Otherwise, they were classified 
as neurons with overlapped receptive field structure (or ORF neu-
rons)31. The normalized peak distance between the spike On and  
Off subfields20 also had a bimodal distribution (Hartigan’s dip test,  
P < 0.05, n = 82; Fig. 1c). In contrast with the SRF and ORF structures 
in layer 2/3 neurons, layer 4 neurons mostly responded only to one 
contrast (Supplementary Fig. 1), which is consistent with previous 
reports28,29,31. Because classic simple-cell receptive-field structures 
were primarily found in layer 2/3, we focused on layer 2/3 neurons.

To understand the patterns of subthreshold synaptic inputs 
underlying the SRF and ORF structures, we carried out current-
clamp recordings to record both sub- and suprathreshold membrane 
potential responses. As shown for an example SRF cell, the sub-
threshold response regions were much larger than the spike subfields 
(Fig. 1d,e). Although the spike On and Off subfields were largely 
segregated, the subthreshold On and Off regions overlapped sub-
stantially (Fig. 1e). The peaks of the subthreshold subfields (where 
the maximum depolarizing response appears) were clearly offset 
spatially, with their locations being consistent with those of the spike 
subfields (Fig. 1d,e). In comparison, the subthreshold On and Off 
responses of an ORF cell exhibited a similarly large overlap (Fig. 1f,g),  
but without an apparent segregation between the peak depolariz-
ing On and Off responses (Fig. 1f,g). In fact, the overlap index of 
spike subfields (spike overlap index) was strongly correlated with the 
normalized distance between the peaks of subthreshold subfields, 
decreasing monotonically with the increase of the latter (Fig. 1h). 
The SRF and ORF cells could be best separated by a normalized peak 
distance at 0.32, based on the Youden’s index (see Online Methods). 
The spike overlap index was also strongly correlated with the over-
lap index of subthreshold subfields (see Online Methods; Fig. 1i), 
with a subthreshold overlap index of 0.71, at best, separating the 
SRF from ORF cells. These results suggest that the spatial pattern 
of subthreshold On and Off responses may predict the structure 
of the spike receptive field and that the spike threshold is required 
to generate the segregated spike On and Off subfields in the SRF 
cells. It should be noted that the level of the spike threshold was not 
associated with the receptive field type, as we found no significant 
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Figure 1 Membrane potential (Vm) responses 
underlying SRF and ORF structures in layer  
2/3 of the mouse V1. (a,b) Example SRF (a)  
and ORF (b) cells. Top left, the peristimulus 
spike-time histograms for evoked spikes.  
On and Off mark the onset and offset of the 
stimuli respectively. Top right, the spike 
shape. Bottom left, each small trace (1.25 s) 
represents the recorded spike response (vertical 
deflections) in one trial to a unit stimulus shown 
at the corresponding spatial location. Bottom 
right, color maps of the spike subfields. The 
white ellipses depict the outlines of the spike  
subfields determined by Gaussian fittings.  
(c) Left, histogram of the overlap index of spike 
subfields (spike overlap index) for the recorded 
excitatory neurons. The dash line marks the 
overlap index of 0.33. Right, histogram of 
normalized distance between the peaks of spike 
On and Off subfields. (d) Spike receptive field 
for an example SRF cell. Top, each small trace 
(0.25 s) represents the peristimulus spike-time 
histogram for spike responses to a unit On or  
Off stimulus. Bottom, color maps and outlines 
of spike On/Off subfields. Color scale, 14.8  
(On) and 39.1 Hz (Off). (e) Vm responses of  
the cell shown in d. Top, traces of average  
Vm responses. Bottom, color maps and outlines  
of Vm subfields. Color scale, 22 (On) and  
26 mV (Off). (f,g) An example ORF cell. Data 
are presented as in d and e. Color scale, 42.3 
and 21.5 Hz in f and 20 and 18 mV in g.  
(h) Spike overlap index versus normalized 
distance between the peaks of Vm subfields. The two dash lines (overlap index = 0.33, normalized distance = 0.32) separate SRF and ORF structures. 
r is the correlation coefficient. (i) Spike overlap index versus the overlap index of Vm subfields (Vm overlap index). The vertical and horizontal lines mark 
the Vm overlap index of 0.71 and the spike overlap index of 0.33 respectively.

©
 2

01
0 

N
at

u
re

 A
m

er
ic

a,
 In

c.
  A

ll 
ri

g
h

ts
 r

es
er

ve
d

.



nature neurOSCIenCe  VOLUME 13 | NUMBER 1 | jaNUaRy 2010 91

a r t I C l e S

difference between the SRF and ORF cells (t test, P = 0.45, 25.1 ±  
2.6 mV for SRF cells and 23.9 ± 5.2 mV for ORF cells).

The observed membrane potential responses consisted mostly of 
depolarizing responses (Fig. 1e,g), which indicate the arrival of exci-
tatory synaptic inputs. Thus, the largely overlapped depolarizing On 
and Off responses predict that the excitatory On and Off synaptic 
subfields may overlap substantially in both the SRF and ORF cells.

Subfields of excitatory and inhibitory inputs
To further elucidate the patterns of excitatory and inhibitory synaptic 
inputs, we carried out whole-cell voltage-clamp recordings to dissect 
synaptic excitation and inhibition (see Online Methods). We exam-
ined sample responses of a neuron to a bright or dark square flashed 
at the same location, recorded at two clamping voltages (Fig. 2a).  
The inward currents recorded at −70 mV and the outward currents 
at 0 mV were primarily contributed by excitatory and inhibitory syn-
aptic inputs, respectively25,26, with the inhibitory input temporally 
closely following the coactivated excitatory input22–24,32 (Fig. 2b).  
The observed synaptic inputs were reasonably controlled by the 
somatic voltage clamp, as suggested by a linear I-V relationship and 
the derived reversal potential of the excitatory currents, which was 
close to 0 mV (Fig. 2c and Supplementary Fig. 2). This is probably a 
result of the proximity of the visually activated synapses to the soma 
of layer 2/3 neurons33.

We mapped excitatory On and Off (Eon and Eoff) and inhibi-
tory On and Off (Ion and Ioff) subfields by recording synaptic cur-
rents evoked by brief bright and dark stimuli while clamping the cell  

at −70 mV and 0 mV, respectively. For an example cell (cell #1;  
Fig. 2d), we examined the average traces of excitatory and inhibitory 
currents responding to all the On and Off stimuli and determined the 
distribution of the peak amplitude of the synaptic currents (Fig. 2d).  
We observed a considerable overlap between the Eon and Eoff, which 
was further demonstrated by the positive correlation between the 
strengths of the excitatory On and Off responses (Fig. 2e). Despite 
this overlap, it is clear that the peaks of the Eon and Eoff (where 
the strongest response is elicited) were spatially offset (Fig. 2d). 
Notably, the Ion and Ioff almost completely overlapped, as seen by 
a strong correlation between the inhibitory On and Off responses 
(Fig. 2e). To quantitatively describe the spatial relationship between 
each pair of the four synaptic subfields, we fitted the subfields with 
a two-dimensional skew-normal distribution function (see Online 
Methods; Fig. 2d), which better described the asymmetrical distribu-
tion of the synaptic strengths than the Gaussian function in some cells 
(Supplementary Figs. 3 and 4). We plotted the tuning curves for the 
four sets of synaptic inputs in the one-dimensional slice that passed 
through the peaks of both the Eon and Eoff (Fig. 2e). The peaks of 
the Eon and Eoff were segregated with a normalized distance of 0.53 
(see Online Methods), whereas those of the Ion and Ioff were over-
lapped and located between the former two. The separation between 
the peaks of the Eon and Eoff was reminiscent of that of depolarizing 
subfields in the SRF cells (Fig. 1e). Indeed, the derived spike On and 
Off subfields (see Online Methods) of cell #1 had an almost complete 
segregation, suggesting that cell #1 is probably an SRF cell (Fig. 2f). In 
comparison, cell #14 had almost completely overlapped four synaptic 

Figure 2 Synaptic subfields examined by 
voltage-clamp recordings. (a) Individual synaptic 
responses of a layer 2/3 pyramidal neuron to 
stimuli displayed at the same location. Scale 
bar indicates 118 (E) and 203 pA (I). Right, the 
reconstructed morphology of the cell. (b) Left, 
onset phase of synaptic responses. The onset of 
the excitatory response is marked by the dashed 
line. Scale bar indicates 80 (E) and 160 pA (I).  
Right, onset latencies of excitatory (Ex) and 
inhibitory (In) synaptic responses. Values from 
the same cell are connected with a line. The 
solid symbol indicates the mean and the error 
bars represent s.d. (c) I-V curves for a cell under 
white-noise stimulation. Synaptic charges were 
measured in a 0–5-ms (circle) and 10–150-ms  
(triangle) time window after the onset of 
excitatory synaptic responses. (d–f) A putative 
SRF cell. (d) Arrays of trial-averaged excitatory (E) 
and inhibitory (I) synaptic responses (0.35 s) to 
On and Off stimuli. Color maps are the smoothed 
(top) and skew-normal fitted (bottom) synaptic 
subfields. White lines pass through the peaks of 
the excitatory On and Off subfields. Color scale is 
109, 73, 236 and 178 pA for Eon, Eoff, Ion and 
Ioff, respectively. (e) Left, correlation between  
the strengths of synaptic responses (Eon-Eoff,  
Ion-Ioff). Right, spatial tuning curves of the  
four synaptic inputs along the white lines in d.  
Dash lines mark their peaks. (f) Derived spike  
subfields of the same cell and their boundaries.  
Color scale is 25 (On) and 10 Hz (Off).  
(g–i) Synaptic subfields of a putative ORF cell. 
Data are presented as in d–f. Color scale is 381, 
352, 560 and 412 pA for Eon, Eoff, Ion and Ioff, 
respectively, in g. Color scale is 25 (On) and  
15 Hz (Off) in i.
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subfields (Fig. 2g,h), with a good colocalization of all of their peaks 
(Fig. 2h). The derived spike On and Off subfields overlapped well, 
suggesting that cell #14 is probably an ORF cell (Fig. 2i).

Spatial relationships of synaptic subfields
Synaptic subfields were obtained for a total of 33 neurons. In all of 
these neurons, the four synaptic subfields substantially overlapped, 
but there was a relatively larger variation in the separation between 
the Eon and Eoff (Supplementary Fig. 5). According to spike response 
data (Fig. 1c), about half of these cells were potential SRF cells. To 
understand how different spatial patterns of synaptic inputs result in 
different spike receptive field structures, we roughly categorized the 
recorded cells into putative SRF and ORF cells. Because the spatial 
relationship between the Eon and Eoff primarily determined that of 
the subthreshold depolarizing responses (Supplementary Fig. 6) and 
the latter could predict the SRF/ORF structures (Fig. 1h,i), we applied 
the same separation criteria to the patterns of excitatory inputs to 
categorize cells (that is, SRF cells having normalized peak distance 
>0.32 or overlap index <0.71; Fig. 3a,b). Notably, the grouping was 
the same on the basis of either the overlap index or the normalized 
peak distance (Fig. 3b).

We examined more putative SRF and ORF cells (Fig. 3c,d). All of the 
putative SRF cells had similar patterns of synaptic inputs; there was 
a clear segregation between the peaks of the Eon and Eoff while the 
extent of these subfields substantially overlapped, and the peaks of the 
Ion and Ioff were largely colocalized and located somewhere between 
those of the Eon and Eoff. Their derived spike subfields showed a 

substantial segregation, supporting the categorization of them as SRF 
cells (Fig. 3c). In comparison, the putative ORF cells had more closely 
localized peaks of all the synaptic subfields and their derived spike 
subfields showed a large overlap (Fig. 3d). There was a strong correla-
tion between the overlap index of derived spike subfields and the nor-
malized peak distance or overlap index of the Eon and Eoff (Fig. 3e,f),  
consistent with our current-clamp recording results (Fig. 1h,i). The 
overlap index of derived spike subfields formed a bimodal distri-
bution (Hartigan’s dip test, P < 0.05; Fig. 3e), whereas the normal-
ized peak distance or overlap index between the Eon and Eoff had a  
continuous distribution (Hartigan’s dip test, P = 0.38 and P = 0.25; 
Fig. 3e,f), which is also consistent with the results of our cell-attached 
and current-clamp recordings (Fig. 1c,h,i). The distribution of the 
size of derived spike subfields was also similar to that of the extra-
cellularly recorded receptive fields (Fig. 3g). These similarities sugg-
est that the derived spike receptive fields had not underestimated or 
exaggerated the separation between the bona fide spike subfields.

The level of overlap between the Ion and Ioff, as well as between 
the excitatory and inhibitory subfields of the same contrast (Ex-In), 
was then compared between the putative SRF (n = 13) and ORF cells  
(n = 20) (Fig. 4a). Although the Eon and Eoff were more segregated 
in the SRF cells than in the ORF cells, the overlap between the Ion and 
Ioff was similarly large in the two groups. In the SRF cells, the average 
overlap index of Ex-In was higher than that of Eon-Eoff, but lower 
than that of Ion-Ioff, which is consistent with the notion that the peaks 
of the inhibitory subfields were usually located between those of the 
Eon and Eoff. To further illustrate the Ex-In relationship, we measured  
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Figure 3 Grouping of cells on the basis of the structure of synaptic 
subfields. (a) The distributions of the normalized distances between 
the peaks of the Vm On/Off subfields and between the excitatory On/Off 
subfields (Ex). The two distributions were not different (Mann-Whitney 
test, P = 0.14). The dashed line marks normalized distance of 0.32, 
which we used to group the cells from voltage-clamp recordings. (b) The 
distributions of the overlap indexes of Vm and excitatory subfields (Mann-
Whitney test, P = 0.21). The dashed line marks the overlap index of 0.71, 
which separated the cells from voltage-clamp recordings, as in a.  
(c) Synaptic subfields and derived spike subfields of six putative SRF cells. 
For each cell, the synaptic tuning curves in the slice that passes through 
the peaks of the Eon and Eoff are shown on the left, followed by the four 
synaptic subfields, the derived spike subfields and the superimposed 
outlines of fitted spike subfields (from left to right). Color scale: 337, 
404, 543, 528 pA for synaptic subfields (Eon, Eoff, Ion, Ioff), 15, 10 Hz  
for spike On/Off subfields in cell #2; 163, 165, 288, 196 pA, 10, 15 Hz  
in cell #3; 280, 342, 638, 854 pA, 10, 10 Hz in cell #4; 122, 106, 
142, 141 pA, 10, 10 Hz in cell #5; 225, 153, 245, 161 pA, 15, 20 Hz 
in cell #6; 311, 184, 412, 149 pA, 10, 5 Hz in cell #7. (d) Six putative 
ORF cells. Plots are organized in the same way as in c. Color scale: 74, 
54, 141, 82 pA, 5, 10 Hz in cell #15; 398, 347, 595, 563 pA, 10, 
10 Hz in cell #16; 141, 154, 298, 145 pA, 15, 15 Hz in cell #17; 
187, 172, 218, 173 pA, 15, 15 Hz in cell #18; 232, 154, 356, 329 
pA, 20, 5 Hz in cell #19; 280, 253, 415, 221 pA, 15, 15 Hz in cell 
#20. (e) Overlap index of derived spike subfields versus the normalized 
distance between the peaks of the Eon and Eoff for all recorded neurons 
(n = 33). The vertical and horizontal dashed lines mark the excitatory-
subfield normalized distance of 0.32 and the spike overlap index of 
0.33, respectively. Left, histogram of spike overlap index. The schematic 
drawings depict the extent of overlap between two identical subfields 
for overlap indexes of 0, 0.5 and 1. Bottom, histogram of the excitatory-
subfield normalized distance. (f) Overlap index of derived spike subfields 
versus the overlap index between the Eon and Eoff. The vertical and 
horizontal dashed lines mark the excitatory-subfield overlap index of 0.71 
and spike overlap index of 0.33, respectively. Bottom, the histogram of 
excitatory-subfield overlap index. (g) The distribution of the subfield size 
of the derived and recorded spike responses. The solid symbol indicates 
the mean and the error bars represent s.d. (* P < 0.01, t test).

©
 2

01
0 

N
at

u
re

 A
m

er
ic

a,
 In

c.
  A

ll 
ri

g
h

ts
 r

es
er

ve
d

.



nature neurOSCIenCe  VOLUME 13 | NUMBER 1 | jaNUaRy 2010 93

a r t I C l e S

the normalized peak distance (Fig. 4b). In the SRF cells, almost all 
the values were positive, indicating that inhibition always peaked at 
the inner side of the excitatory subfield (Fig. 4b). On the other hand, 
in ORF cells, the relative locations of inhibitory peaks were random 
and were all close to 0, indicating that the inhibitory and excitatory 
peaks were essentially colocalized. The normalized peak distance for 
Ex-In was linearly correlated with that of Eon-Eoff, and was about 
half of the latter (Fig. 4c). On the basis of the distances of Ex-In and 
Eon-Eoff, the cells could be statistically separated into two clusters 
by TwoStep Cluster analysis, and the two clusters matched well with 
the cell-type categorization (concordance = 32/33). The two groups 
of cells did not differ significantly in their synaptic strengths (t test, 
P = 0.34) or in the size of their inhibitory subfields (t test, P = 0.49), 
although they differed slightly in the size of their excitatory subfields 
(Fig. 4d–f). This suggests that the spatial relationship between synap-
tic subfields primarily determines receptive field structures.

An inhibitory mechanism for the SRF structure
The largely overlapped excitatory and inhibitory subfields that 
we observed indicated that the inhibition would spatiotemporally 
interact with the excitation. To determine the effect of inhibition on 
spike receptive field structures, we derived spike receptive fields in 
the absence of inhibitory inputs (see Online Methods). For the SRF 
cells, the spike On and Off subfields derived from excitatory inputs 
alone showed substantial overlaps, whereas the integration of inhi-
bition resulted in largely increased On/Off segregation (Fig. 5a and 
Supplementary Fig. 7). In the ORF cells, the spike subfields were only 
reduced in size, with no apparent improvement in the segregation. 
Thus, the small segregation between the Eon and Eoff cannot fully 
account for a complete segregation of spike subfields. Instead, inhibi-
tion is crucial for determining their spatial distinctiveness.

How does inhibition shape spike receptive field structures? On the 
basis of the largely overlapping, but subtly mismatched, spatial rela-
tionship between the excitatory and inhibitory inputs to SRF cells 
(Fig. 5b), we propose that inhibition can enhance the distinctiveness 
of spike On and Off subfields through an asymmetric suppression 
effect. Because of the large overlap between Eon and Eoff, the spike 

threshold alone may not be sufficient to generate a complete On/Off 
segregation (Fig. 5b). The integration of inhibition will reduce the 
size of spike subfields by suppressing the level of the membrane exci-
tation (Fig. 5b). More importantly, as a result of the locations of 
the inhibitory peaks at the inner sides of the excitatory tunings, the 
inhibition will exert a stronger suppression effect on the inner side 
of the membrane potential tuning curve than on its outer side. This 
can result in a more effective separation of suprathreshold On and 
Off response regions (Fig. 5b). For example cell #1, a putative SRF 
cell (Fig. 2e), the inclusion of inhibition markedly changed the shape 
of the On membrane potential tuning curve, with a strong suppres-
sion on its inner side (Fig. 5c). This reshaping greatly increased the 
distinctiveness of the On and Off tunings, resulting in almost com-
pletely segregated spike subfields (Fig. 2f). On the contrary, for the 
putative ORF cell (the cell #14; Fig. 2h), inhibition had little effect on 
the distinctiveness of the On and Off tunings (Fig. 5d). As a result, the 
spike On and Off subfields remained overlapping after the integration 
of inhibition (Fig. 2i).

We examined the asymmetric shaping effect on the On/Off tun-
ings (Fig. 5e). In the SRF cells, the half-peak width of the membrane 
potential tuning was significantly reduced (paired t test, P < 0.01) 
after the integration of inhibition at the inner side, but not at the outer 
side. As a result, the spike subfield boundary shrank to a larger degree 
at the inner side than the outer side (Fig. 5f). In contrast, the shape of 
membrane potential tunings was largely unchanged in the presence of 
inhibition in the ORF cells (Fig. 5e). Thus, empowered by the slightly 
mismatched spatial relationship between excitation and inhibition, 
the inhibition can exert a powerful asymmetric shaping effect on the 
On/Off tunings in SRF cells, leading to a more pronounced reduction 
in the overlap index of spike subfields (Fig. 5g). This effect greatly 
increases the functional difference between the two groups of cells.

Modeling the generation of the SRF structure
Our results identify two essential factors for the generation of On/Off 
segregation: the slightly segregated Eon and Eoff and a specific mis-
match between the excitation and inhibition. To further understand 
how spatial patterns of synaptic inputs may contribute to spike receptive  

Figure 4 Summary of the spatial relationships 
between synaptic subfields. (a) The distributions of  
overlap indexes between the Eon and Eoff (Ex),  
the Ion and Ioff (In), and the excitatory and 
inhibitory subfields of the same contrast  
(In-Ex). The solid symbol indicates the mean 
and the error bars represent s.d. (* P < 10−5,  
t test). (b) Left, we defined the inner side of 
an excitatory tuning curve as the one facing 
toward the other excitatory tuning curve of the 
opposite contrast. The value of the In-Ex distance 
is positive if the peak of the inhibitory field is 
located on the inner side of the excitatory field of 
the same contrast, but negative if it is on the outer 
side. Right, the distribution of the normalized 
In-Ex distance. The solid symbol indicates  
the mean and the error bars represent s.d.  
(* P < 10−6, t test, n = 26 (SRF) and 40 (ORF)). 
(c) Normalized In-Ex distance (averaged for 
On and Off subfields) versus the normalized 
distance between the peaks of the Eon and Eoff. 
The dashed line is the best-fit linear regression 
line. The arrow indicates the only cell that would be grouped differently under TwoStep Cluster analysis. (d) The maximal amplitude of the excitatory 
currents. The solid symbol indicates the mean and the error bars represent s.d. (P = 0.34, t test). (e) The maximum strength of inhibitory input (In) 
versus that of excitatory input (Ex) in the same subfield. The dashed line shows the best-fit linear regression line. (f) The full-width at half-maximum 
bandwidth of excitatory and inhibitory spatial tuning curves. The solid symbol indicates the mean and the error bars represent s.d. (* P = 0.02, t test).
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field structures, we applied a simple neuron model on the basis of the 
parameters derived from our experimental data (Fig. 6a; see Online 
Methods). Consistent with our experimental data, the slightly seg-
regated excitatory On and Off inputs were not sufficient to gener-
ate the SRF structure, whereas integrating inhibition resulted in an 
almost complete On/Off segregation (Fig. 6a). The level of inhibition 
strongly affected the level of the On/Off segregation. With the syn-
aptic distributions and the strength of excitation fixed, an increase 
in the strength of inhibition led to a monotonic enhancement of the 
On/Off segregation, as indicated by the decrease in the overlap index 
of spike subfields (Fig. 6b).

Next, we systematically varied the spatial relationships between 
synaptic subfields. By fixing the inhibitory subfields and gradually 

increasing the separation between the Eon and Eoff, we found that 
inhibition most effectively reduced the spike overlap index when the 
separation between the Eon and Eoff was small (6° apart or overlap 
index of 0.72; Fig. 6c). On the other hand, with the positions of the 
Eon and Eoff fixed, the inhibitory subfields had the largest effect of 
reducing spike overlap index when they were located right in the 
middle of the Eon and Eoff (Fig. 6d). We further examined the asym-
metric inhibitory shaping by sliding an inhibitory subfield away from 
its excitatory field of the same contrast toward that of the opposite 
contrast (Fig. 6e). By integrating inhibition, the shrinkage of the spike 
subfield boundary at the inner side was larger than the outer side and 
reached the maximum when the inhibitory subfield shifted by ~5° 
(Fig. 6e). These simulation results further indicate that a small spatial 

Figure 5 The inhibitory mechanism for the generation of the SRF structure. (a) Derived spike subfields without (E) and with the integration of inhibition 
(E+I) of the cells in Figures 2 and 3. Dashed curves represent the outlines of the subfields. Color scale (On(E), Off(E), On(E+I) and Off(E+I)): cell #1, 
30, 25, 25, 10 Hz; cell #2, 20, 15, 15, 10 Hz; cell #3, 25, 20, 10, 15 Hz; cell #4, 25, 20, 10, 10 Hz; cell #5, 15, 10, 10, 10 Hz; cell #6, 25, 20, 
15, 20 Hz; cell #7, 15, 10, 10, 5 Hz; cell #14, 35, 20, 25, 15 Hz; cell #15, 20, 15, 5, 10 Hz; cell #16, 30, 15, 10, 10 Hz; cell #17, 25, 20, 15, 
15 Hz; cell #18, 20, 15, 15, 15 Hz; cell #19, 30, 20, 20, 5 Hz; cell #20, 20, 15, 15, 15 Hz. (b) Inhibition is involved in the generation of SRFs. 
Left, the spatial tuning curves of excitatory and inhibitory inputs. The peak locations are marked by dotted lines. Middle, the spatial tuning curves 
of Vm responses without inhibition. VTH, spike threshold; Vr, resting potential. The thick red and blue lines below the tuning curves represent the 
one-dimensional regions of the suprathreshold On/Off responses, respectively. Note that they overlap substantially. Right, the Vm tuning curves after 
integrating inhibition (solid curves) overlaid with the tuning curves without inhibition (dashed). The suprathreshold On/Off response regions are now 
segregated. Arrows indicate the shrinkage of suprathreshold subfield boundaries. (c) Top, color maps of Vm responses derived without (E) and with (E+I) 
integrating inhibition for cell #1. Color scales represent 47, 40, 39 and 26 mV, from left to right. The white line is defined as in Figure 2d. Bottom, 
normalized spatial tuning curves of Vm responses along the white line in the absence (left) and presence (right, solid) of inhibition. There was a strong 
suppression of the right part of the On tuning curve. (d) Similar plots for cell #14. Color scales represent 54, 53, 32 and 36 mV, from left to right.  
(e) The percentage change in the half-peak width of the Vm tuning curve after integrating inhibition. Top, schematic drawing of Vm tuning curves before 
and after integrating inhibition, with the half-peak widths at the inner side labeled by W0 and W1, respectively. The percentage change is then defined 
as (W1 − W0)/W, where W is the full-width at half-maximum of the tuning curve without inhibition. Error bars represent s.e.m. (f) The percentage shift 
of spike subfield boundaries after integrating inhibition. Arrows in the schematic drawings depict the boundary shift on the inner and outer side. The 
absolute value was divided by the size of spike subfields without inhibition to obtain the percentage shift. (g) Overlap indexes between Eon and Eoff (Ex) 
and between spike On/Off subfields derived without (spike(E)) and with inhibition (spike(E+I)). Values for the same cell are connected with lines.  
* P < 0.005, ** P < 0.0001, paired t test.
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shift of the inhibitory tuning results in a greatly enhanced separation 
between the spike On and Off responses through the asymmetric 
shaping effect.

DISCUSSION
The spatial patterns of excitatory and inhibitory On and Off inputs 
that we found are apparently different from those of the push-pull 
model. In the push-pull circuit, cortical inhibition is spatially anta-
gonistic to excitation and the On/Off segregation is mainly deter-
mined by the spatial segregation of excitatory On and Off inputs. 
We found that neurons with either segregated or overlapped spike 
On and Off subfields all had substantial overlaps between all four 
of the synaptic subfields. The segregated receptive field structure 
of SRF cells was created by a specific spatial arrangement of synap-
tic subfields: the slight separation between the peaks of excitatory 
On and Off subfields and the intervening inhibitory subfields. The 
slightly separated excitatory On and Off subfields were not sufficient 
to generate the SRF structure. Instead, the small mismatch between 
the excitation and inhibition led to an asymmetric inhibitory shap-
ing of the On and Off tunings, resulting in a strong suppression in 
their common region and a greatly increased segregation of spike 
subfields. As suggested by the results of our modeling study, the level 
of the On/Off segregation was sensitive to the relative location of 
inhibitory subfields (Fig. 6f). In fact, in a push-pull–like configura-
tion (with more separation between the excitation and inhibition of 
the same contrast), inhibition does not further improve the segrega-
tion (Fig. 6f). The substantial spatial overlap between excitation and 
inhibition in visual cortical neurons is reminiscent of the balanced 
excitation and inhibition that has been observed in the auditory  
and somatosensory cortices22–24,26.

The different synaptic organizations between the push-pull model 
and the model in this study could be a result of the species differ-
ence, as SRF cells are primarily found in layer 2/3 in the mouse V1  
(refs. 27–31), whereas simple cells appear in the thalamo-recipient 
layers 4 and 6 in cats1,6,21. Nonetheless, the patterns of synaptic inputs 
that we observed provide a potential explanation for the previous 
observations in cats that blocking intracortical inhibition leads to 
a loss of On/Off segregation11,12 and that inhibitory conductances 
can be activated by both On and Off stimuli in both On and Off 
subfields10. In addition, our data suggest that On/Off receptive field 
structures are sensitive to the delicate relationship between the spatial 
tunings of the four synaptic inputs and may potentially be modified 
by neuronal activity34 or changed developmentally, as excitatory and 
inhibitory tuning patterns can be developmentally regulated35,36. The 
overlap-but-mismatched pattern of synaptic subfields is able to pro-
duce seemingly antagonistic On and Off responses (Supplementary 
Fig. 8). This is because the spatial mismatch between the excitatory 
and inhibitory tunings can result in relatively stronger inhibition at 
one side of the excitatory tuning. Thus, the push-pull–like phenom-
enon could be generated from synaptic circuits other than the push-
pull circuit. The inhibitory inputs to most of layer 2/3 neurons in the 
mouse V1 are mainly from local inhibitory neurons37,38. The over-
lapped Ion and Ioff suggest that inhibitory neurons with SRF struc-
tures may not be required to provide input to excitatory SRF cells. 
Indeed, we recently found that layer 2/3 inhibitory neurons in the 
mouse V1 mostly have overlapping spike On and Off subfields31.

The separation between excitatory On and Off subfields formed a 
continuous distribution among our recorded cells, consistent with 
a previous observation of membrane potential responses in cats16.  
It was recently proposed that the nonlinearity of spike mechanism can 
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Figure 6 Modeling of the manner in which spatial 
relationships between synaptic subfields affect 
the segregation of spike On/Off subfields. (a) Top, 
the spatial tuning curves of synaptic currents (Isyn) 
used in the model. Inset, the temporal profiles 
of evoked excitatory (red) and inhibitory currents 
(black). Scale bar represents 125 ms. Bottom, 
the tuning curves of spike responses without (left) 
and with inhibition (right). (b) With the strength 
of excitation fixed at 0.1 nA, the spike overlap 
index (spike OI) decreased as the ratio between 
the strengths of inhibition and excitation (I/E 
ratio) increased. Inset, spike tuning curves at I/E 
ratios of 1, 1.5 and 2. (c) Top, modeling scenario. 
The excitatory On (red) and Off (blue) subfields 
were initially colocalized with the overlapping 
inhibitory fields (purple) and then moved away 
from each other at the same speed. Bottom, 
overlap indexes between the Eon and Eoff (dotted) 
and between spike subfields without (dashed) and 
with inhibition (solid) versus the distance between 
the peaks of the Eon and Eoff. Inset, spike overlap 
index versus the overlap index between the Eon 
and Eoff (Syn OI). (d) Top, the peaks of the Eon 
and Eoff were separated by 4° (dashed) or 8° 
(solid) and the overlapping inhibitory subfields 
moved together across different locations. Bottom, 
spike overlap index versus the spatial location of the inhibitory fields. (e) Top, the Ion was initially colocalized with the Eon and then moved in the 
direction of the Eoff (data not shown). Bottom, shift of the spike subfield boundary after integrating inhibition versus the location of the Ion peak. The 
dotted line marks the location of inhibitory subfield (~5°) where it shrinks the inner boundary most. Inset, spike tuning curves without (red) and with 
inhibition (blue) when the Ion peak is located at 4°. Arrows mark the boundary shifts on the two sides. (f) Top, the positions of the excitatory subfields 
were fixed, with an 8° separation. The initially overlapping inhibitory subfields moved in opposite directions to form either exquisitely balanced 
excitation and inhibition (left) or an antagonistic configuration similar to the push-pull configuration (right). Bottom, spike overlap index versus the 
location of the Ion peak, which was equal to −4°, 0° and 4° for the three scenarios described above, respectively.
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create a dichotomy between simple and complex cells from a continu-
ous distribution of intracellular properties14–16. Our results suggest 
that, although the intrinsic neuronal mechanism of spike thresholding 
reduces the overlap between On and Off responses, the dichotomy 
of receptive field structures becomes much more evident after the 
incorporation of inhibition (Figs. 3e, 5g and Supplementary Fig. 7). 
Thus, besides the spike threshold, the inhibitory shaping may be an 
indispensable mechanism contributing to the dichotomy of the spatial 
organizations of receptive fields. Taken together, our results suggest 
an alternative synaptic circuitry mechanism by which a fine-tuning of 
spatial patterns of synaptic inputs can create the simple-cell receptive 
field, as well as the dichotomy in receptive field structures.

METhODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/natureneuroscience/.

Note: Supplementary information is available on the Nature Neuroscience website.
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ONLINE METhODS
Animal preparation. All experimental procedures used in this study were 
approved by the Animal Care and Use Committee of the University of Southern 
California. Female adult mice (12–16 weeks, C57BL/6) were anesthetized with 
urethane (1.2 g per kg of body weight) and sedative chlorprothixene (0.05 ml of  
4 mg ml−1), as previously described28–31,39. Lactated Ringer’s solution was 
administrated at 3 ml per kg per h to prevent dehydration. The mouse’s body 
temperature was maintained at ~37.5° by a heating pad (Havard Apparatus).  
A trachotomy was performed to maintain a clear airway and a ventilator 
(Havard Apparatus) was connected. Cerebrospinal fluid draining was per-
formed to prevent the cortex from swelling. The mouse was placed in a custom-
built stereotaxic holder. The part of the skull and dura mater (~1 × 1 mm) 
over the V1 was removed. Artificial cerebrospinal fluid solution (140 mM NaCl,  
2.5 mM KCl, 2.5 mM CaCl2, 1.3 mM MgSO4, 1.0 mM NaH2PO4, 20 mM HEPES  
and 11 mM glucose, pH 7.4) was applied onto the exposed cortical surface when 
necessary. Throughout the surgical procedure, the lids were sutured. After sur-
gery, the right eyelid was reopened and drops of 30k silicone oil were applied to 
prevent the eye from drying. The whole procedure of receptive field mapping was 
finished in 25 min. Previous studies found that the drift of the measured receptive 
field in nonparalyzed mice was negligible within 1 h compared with the average  
receptive field size27–29,39. Our cell-attached recording also showed that the  
drift of the measured receptive field of single unit was never more than 2–3° 
per h, indicating that the largely overlapped excitation was not a result of the 
eye movement.

In vivo cell-attached, whole-cell current-clamp and whole-cell voltage-clamp 
recording. Whole-cell recording (Axopatch 200B) was performed as described 
previously25,26,40,41. The patch pipette had a tip opening of ~2 µm (4.5–6 MΩ). 
The intrapipette solution for voltage-clamp recording contained 125 mM cesium 
gluconate, 5 mM TEA-Cl, 4 mM MgATP, 0.3 mM GTP, 8 mM phosphocreatine, 
10 mM HEPES, 10 mM EGTA, 2 mM CsCl, 1.5 mM QX-314, 0.5% biocytin 
and 0.75 mM MK-801 (pH 7.25). For the current-clamp recording, the solu-
tion contained 130 mM potassium gluconate, 2 mM KCl, 1 mM CaCl2, 4 mM 
MgATP, 0.3 mM GTP, 8 mM phosphocreatine, 10 mM HEPES, 11 mM EGTA 
and 0.5% biocytin (pH 7.25). To prevent pulsation, we applied 3.25% agarose 
to the exposed cortex before recording. The whole-cell and pipette capacitance 
were completely compensated for and the initial series resistance (20–50 MΩ) was 
compensated for by 50–60% to achieve an effective series resistance of 10–25 MΩ.  
Signals were filtered at 2 kHz for voltage clamp and 5 kHz for current clamp and 
sampled at 10 kHz. No current injection was applied under the current-clamp 
mode. Only neurons with resting membrane potentials lower than −55 mV and 
stable series resistance (less than 15% change from the beginning of the record-
ing) were used for further analysis. Histological staining of some of the recorded 
cells indicated that our whole-cell recording method biased sampling toward 
pyramidal neurons, consistent with previous results25,26,40,41. The recorded cell 
was first clamped at −70 mV, which is around the reversal potential of inhibi-
tory currents, to obtain evoked excitatory currents. The cell was then clamped 
at 0 mV, which is around the reversal potential of excitatory currents, to obtain 
evoked inhibitory currents. Loose-patch cell-attached recording was performed as 
described previously26,31,32. Glass electrodes with the same opening size contain-
ing artificial cerebrospinal fluid were used. Instead of a giga-seal, a 100–250-MΩ 
seal was formed on the targeted neuron. All of the neurons recorded under this 
condition showed regular-spike property, consistent with sampling bias toward 
excitatory neurons. The pipette capacitance was completely compensated for, 
minimizing the distortion of the recorded spike shape. The spike signal was 
filtered at 10 kHz and sampled at 20 kHz. The apparent lack of hyperpolar-
izing responses in current-clamp recordings may be attributed to the fact that 
the reversal potential of inhibitory currents was close to the resting membrane 
potentials of the recorded cells.

Visual stimulation. Software for data acquisition and visual stimulation 
were custom-developed with LabView (National Instrument) and MATLAB 
(Mathworks), respectively. Visual stimuli were provided by a 34.5- × 25.9-cm 
monitor (refresh rate of 120 Hz, mean luminance of ~10 cd m−2) placed 0.25 m  
away from the right eye. The mouse eye has a much larger depth of focus (±10 
diopters) than that of cats (±0.3 diopters), which means that the change in 
image quality of an object located from infinity to a distance of 0.1 m cannot be 

 discerned by the mouse eye42–44. Thus, 0.25 m from the mouse eye is equivalent 
to infinity. The center of monitor was placed at 45° azimuth and 0° elevation39, 
and it covered ±35° horizontally and ±27° vertically of the mouse visual field. To 
map spatial receptive field, we used two types of stimulation. For the first type, a 
set of bright squares (contrast 90%) in an 11 × 11 grid (grid size of 4–5°) were dis-
played individually in a pseudo-random sequence, with a 1-s duration and a 1-s 
interstimulus interval. The On and Off subfields were derived from the responses 
to the onset and offset of the bright squares, respectively17. For the second type, 
a set of bright and dark squares over a gray background (contrast of 70% and 
−70%, respectively) in an 11 × 11 grid (grid size of 4–5°) were flashed individu-
ally (duration of 200 ms, interstimulus interval of 300 ms) in a pseudo-random 
sequence, similar to the sparse stimuli used in the cat visual cortex3,8,16,19. Each 
location was stimulated 3–6 times for synaptic receptive field and ≥5 times for 
spike receptive fields, and the same number of On and Off stimuli were applied. 
The On and Off subfields were derived from responses to the onset of bright and 
dark squares, respectively. To be consistent with previous studies, we mapped 
synaptic subfields with the second type of stimulation. Spike receptive fields 
mapped with the two types of stimulation were similar and were pooled. The size 
of the stimulus was relatively small compared with that of the synaptic subfield, 
which was usually more than 35° (Fig. 3c,d). The mean overlap between synaptic 
subfields in the SRF cells was larger than 25° (Supplementary Fig. 9). This large 
overlap between synaptic subfields cannot be explained by the possibility that 
some stimuli occur on the boundary between synaptic subfields.

data analysis. Spikes were sorted offline after cell-attached recording. For the first 
type of stimulation, On and Off spike responses were measured in a 70–250-ms  
and a 1,070–1,250-ms window after the onset of stimuli, respectively. For the 
second type of stimulation, spikes were counted in a 70–220-ms window after 
the onset of stimuli. The baseline activity was subtracted from stimulus-evoked 
spike rates. Responses in which the peak firing rate was threefold larger than the 
s.d. of baseline activity were considered to be significant. The averaged firing rate 
was used to make receptive field color maps, which were normally smoothed 
with bilinear interpolation.

For intracellular recording, the peak amplitudes of synaptic responses (average 
from three to six trials) or Vm responses (averaged from more than eight trials 
after removing spikes with an 8-ms median filter45) were used for the recep-
tive field color maps (smoothed with bilinear interpolation) and the spatial cor-
relation plots. Excitatory and inhibitory synaptic conductances were derived as 
described previously10,22,23,25,26,32: 

I t G V t E G t V t E G t V t Er m r e m e i m i( ) ( ) ( ) ( ) ( ) ( )= −( ) + −( ) + −( )

where I is the amplitude of current at any time point, Gr and Er are the resting 
leak conductance and resting membrane potential, respectively, and were derived 
from the baseline current of each recording, Ge and Gi are the excitatory and 
inhibitory synaptic conductance, respectively, Vm is the membrane potential, 
and Ee (0 mV) and Ei (–70 mV) are the reversal potentials. Vm(t) is corrected 
by Vm(t) = Vh − RsI(t), where Rs was the effective series resistance and Vh is the 
applied holding voltage. A 12-mV junction potential was corrected. By holding 
the recorded cell at two different voltages, Ge and Gi were calculated from the 
equation. Ge and Gi reflect the strength of pure excitatory and inhibitory synaptic 
inputs, respectively. The visually evoked synaptic currents are primarily mediated 
by AMPA and GABAA receptors.

In the voltage-clamp recordings, we were not able to experimentally exam-
ine the spike responses of the recorded cell because our intracellular solution 
contained QX-314, a blocker of voltage-dependent Na+ channels, to increase 
the clamping quality. Nevertheless, we could estimate membrane potential and 
spike responses by feeding the experimentally derived excitatory and inhibitory 
conductances into an integrate-and-fire model23,25,46, 

V t dt
dt

C
G t V t E G t V t E G V t Em e m e i m i r m r( ) ( ) ( ) ( ) ( ) ( )+ = − −( ) + −( ) + −( )  + V tm( )

where Vm(t) is the membrane potential at time t, C is the whole-cell  
capacitance, Gr is the resting leak conductance and Er is the resting membrane 
potential (−65 to −60 mV). To simulate spike response, the spike threshold was 
set 20 mV above the resting membrane potential and we used a 10-ms refractory  
period. C was measured during experiments and Gr was calculated from the  
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equation G
CG

Cr
m

m
= , where Gm, the specific membrane conductance, is 2 × 10−5 

S cm−2, and Cm, the specific membrane capacitance, is 10−6 F cm−2 (ref. 47). The 
derived spike receptive fields were similar to those recorded directly (Fig. 3e,g), 
suggesting that the integrate-and-fire model provides reasonable estimations of 
spike receptive fields.

To quantify the separation between On and Off subfields, we calculated an 
overlap index6,8,21,48 for cells exhibiting both On and Off responses. The overlap 
index is defined as: 

OI
W W d

W W d
= + −

+ +
1 2

1 2

where d is the distance between the peaks of two subfields, OI is the overlap 
index, and W1 and W2 are the half widths on the inner side of the two subfields, 
respectively, defined as the segment of the line connecting the two subfield peaks 
between the peak and boundary on the inner side of the subfield. To determine 
d and W, we first fit the subfields separately with a two-dimensional skew- 
normal distribution49, 

SN x y x y x y x y( , ) ( , ) ( , , , )= ×2f a aΦ

where ϕ is a two-dimensional Gaussian function and Φ is the two-dimensional 
integration of the Gaussian function. αx and αy are parameters regulating the 
shape of the distribution. When αx and αy equal 0, the function is a normal 
Gaussian. The fitting was performed to the raw data. The outlines of sub-
fields were drawn where the values of fitted distribution are threefold of s.d. 
of baseline activity.

The distance between the peaks of spike On and Off subfields was normalized 
to the mean width of the subfields along the axis determined by their peaks. The 
distance between the peaks of membrane potential subfields or between those 
of synaptic subfields was normalized to the mean full-width at half-maximum 
of the two subfields along the axis determined by their peaks. The subfield size 
for spike receptive fields, the full-width at half-maximum bandwidth of synaptic 
receptive fields and the percentage shift of spike subfield boundaries were aver-
aged for On and Off subfield.

The Youden’s index was used to identify the boundary that best separate SRF 
and ORF cells. 

Youden’s index sensitivity specificity

Sensitivity Probabi

= + −
=

1

llity normalized distance

Specificity Probability

( )

(

SRF V a

OR

m >

= FF V am normalized distance < )
 

We changed the value of a to obtain the maximum Youden’s index. The cor-
responding a value was the criteria to split SRF and ORF cells.

modeling. We built a simple neuron model with a neuron receiving four sets of 
synaptic inputs evoked by On/Off stimuli. The spatial tuning curves of excitatory 
and inhibitory On responses were obtained by averaging the tuning curves from 
all the recorded SRF cells. The Off tuning curves were obtained by flipping the 
On tuning curves horizontally. The peaks of the Eon and Eoff were separated 
by 8° (average separation in the recorded SRF cells) and the overlapped Ion 
and Ioff were located in the middle between the Eon and Eoff (Fig. 6a). The 
temporal profile of the evoked synaptic response was generated by fitting the 
average synaptic current of the cell #1 with an alpha function: 

For onsett G e
G t onset

t onset

> = −
− − −

, max
( )

( )
t

t
t  

with τ being 63 ms for the excitatory response and 83 ms for the inhibitory response 
(Fig. 6a). The onset of the inhibitory current was set at 5 ms after that of the excita-
tory current. The peaks of the excitatory and inhibitory tuning curves were set at 
0.1 and 0.14 nA, respectively. The peak amplitudes of the evoked synaptic currents 
for each spatial location were determined from the tuning curves.

The spike response to On or Off stimulus at each spatial location was derived from 
the modeled synaptic inputs, based on the integrate-and-fire model. Overlap indexes 
were calculated from the spatial tuning curves in a similar way as described above. 
For synaptic tuning curves, the boundary was set at 10% of maximum response. For 
spike tuning curves, the boundary was set at where the first spike occurred.
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